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Preface

Thakur College of Engineering and Technology (TCET) with great pleasure invites you to IC-
TELCON 2019 organized by Electronics (ETRX) and Electronics & Telecommunication
Engineering (EXTC) Department. International Conference on Trends in Electronics &
Communication (IC-TELCON) aims to bring together researchers, engineers and scholar
students to exchange and share their experiences, new ideas and research results about all
aspects in the fields of Electronics Engineering and Communication. |IC-TELCON 2019
provides a platform to researchers from both academia as well as industry to meet and share
cutting-edge development in the field and it aims to provide an opportune forum and vibrant
platform for researchers.

This year, IC-TELCON 2019 is planned on 22" and 23rd February 2019. IC-TELCON 2019
solicits research papers describing significant and innovative research contributions in
the field of Signal Processing and Applications, Communication, Antenna and Microwave
Engineering, Electronic Devices and VLSI, Robotics Automation and Embedded Systems.
IEEE-TCET and IETE - TCET is a Professional body which provides a platform for all
students to enhance their technical skills and expand their knowledge in all domains through
various workshops. This year IEEE-TCET organized 2 days hands on session on Scilab,
loT/Embedded Systems and Virtual Reality.

Electronics and Electronics & Telecommunication Engineering is considered to be the major
discipline of engineering which can be considered as backbone of progress and technology.
The aim of the IC-TELCON 2019 is to encourage Academic Teachers, Scientists, Students,
Research Scholars and Industry professionals to innovate and invent new technology by
incorporating their new ideas. IC-TELCON 2019 is a platform for discussions, deliberations
and exchange of knowledge, to create new products and innovations in technology for the
coming era. This year we have received two International and 120 papers from all over the
country. IC-TELCON 2019 has been able to associate with world recognized publication
houses like Scientific Research Publishing, |Gl Global, SciPress, I0S Press. We have got
affiliations with Web of Science, Scopus index and UGC recognized journals. We are indeed
fortunate to have being associated reputed journals International Journal of Engineering and
Technology (IJET) through special issues like “Evolving Nanotechnology based Devices and
Applications” and Intelligent Decision Technologies(IDT) “Soft Computing approaches for
image analysis in practical scenario : Challenges, Solutions and Applications” which is
Scopus indexed journal.

The organization of IC-TELCON 2019 is very much a team effort of TCET. | would like to
take this opportunity to thank all the members of the conference committee, who have carried
out a huge and complicated task to make such a grand event possible. | also wish to thank
the Management of Thakur Education Group for providing us the world class infrastructure
and unstinted support in all our endeavors to make this kind of event see the light of day.

Dr. Vinitkumar Dongre
Convenor IC-TELCON 2019

Dr. S.C. Patil
Joint Convenor IC-TELCON
2019
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GPS Based Health Monitoring System for
Animals

Mr. Yash A. Patel
Dept of Electronics
Thakur college of

Mr. Akshay D. Prabhu
Dept of Electronics
Thakur college of engineering
and technology
akshayprabhu301@gmail.com

Abstract - Livestock M anagement is a laborioustask asthe
various subtasks are involved in the daily activities of the
livestock. Whether it is pasturing of livestock or health
checkup of the livestock, each task requires equal
attention and careful analysis which is to be done by
humans. Technology has started penetrating the livestock
management sector and it is relieving the livestock from
the tedious jobs and making the tasks smpler by the click
of a button. This paper describes the use of a GPS based
leather collar which would be used for the real time
tracking of the livestock. The livestock can be tracked
using an android application. The application is equipped
with a notifier which notifies the owners regarding the
health checkup dates and also creates an alert when the
livestock has moved very far away from its local dwelling.
This paper also describes the safety siren which is inbuilt
with the collar which would be used for protecting the
animal from predator attacks. The sound sensor which is
attached to the system will also warn the owners if their
cattle is suffering from some illness or if it is facing some
problem. In comparison to the existing technologies
available in the market, our technology has an edge in
terms of integrating the major activities of livestock
management.

Keywords: GPS, Real Time Monitoring, WSN, RFID, mBed,
Android App.

l. INTRODUCTION

In an agricultural economy like India, animal husbandry
practices like dairy framing, poultry farming etc is
widely carried out throughout the country. But India
being a developing economy, dairy farming and other
animal husbandry practices are not equipped with
technology. These practices are carried out in the age
old traditions of animal monitoring which utilizes
extensive human labour and energy. Due to lack of
technology based animal husbandry practices, the yield
of such practices is low if we compare them with
animal husbandry practices of foreign countries.
Pasturing of animals or livestock is an important
activity as it requires an extensive labour and energy.
Taking animals for pasturing and bringing the herd back
to the stable is a time consuming and tedious task and
even difficult to be handled by a single person. Animal
Husbandry is an important source of self-employment
as the owners are not dependent on anyone for their
earnings except for the cost of fodder and medical care
for the livestock.Livestock Management is an important
aspect which requires intensive human involvement.
The major problem of associated with endless grazing
of dairy farm animalsis the loss of vegetation with time

engineering and technology
hello_yashpatel @yahoo.com

Mr. Rahulkumar Jha
Dept of Electronics
Thakur college of

Mrs. Sujata Alegavi
Dept of Electronics
Thakur college of engineering
engineering and and technology
technology sujata.dubal @thakureducation
rahuljhad609@gmail.com .org

and soil erosion [1]. Dairy farm practices should be
such that reduces the environmental degradation and at
the same time it should take proper care of animals and
thus enhance the milk production levels [2, 3]. Animal
Health monitoring is also an important aspect of good
dairy farming practices.

. RELATED STUDY

Wireless Sensor Networks [WSN] is one of the widely
proposed system for livestock management. WSN
basically means deploying small sensors larger in
number throughout the animal roaming area to monitor
the behaviour of animals and at the same track the
animals. In WSN based systems sensors are deployed
heavily in and around the dairy farm area because the
chances of sensorsfailure is very high in such networks.
In this system a central gateway is required which
enables the communication between the base station
and the sensors. WSN can be implemented in a variety
of scenarios like terrestrial WSN [4], underground
WSN [5], multimedia WSN [6], mobile WSN [7] etc.
The most recent advancement in the WSN based system
is the use of LORA as a protocol for ultra-low and long
range communications [8]. The use ofnewer protocols
for communications has improved the reliability of
WSN by reducing the power requirements and
enhancing the communication range. But the major
hurdle which lies in the deployment of terrestrial WSN
is the static deployment of dense sensor networks. As
the sensors are static in their position and even their
failure is also unpredictable. Static sensors cannot be
employed for the purpose of anima tracking and
monitoring purposes.

Radio Frequency Identification [RFID] is one of the
blooming technology for animal tracking and
monitoring systems. Usually RFID tag is pierced in the
ears of the animals and hence each anima bears a
unique identification number. RFID tags basically
consists of an antenna and a microchip. Whenever the
tag is in the vicinity of RFID receiver, the signals sent
from the receiver to tag energizes the tag and hence a
return signa is being transmitted by the tag to the
receiver. The major advantage which lies in the RFID
technology is that it does not require the tag to be lying
the straight line of sight location of the receiver and
moreover it can be inserted into the animal’s body for
sensing different parameters [9]. RFID can be used
effectively to segregate the genetic dissimilar species or
different breeds of animals or depending upon the
feeding habits of the animals and hence maintaining a
record of entire livestock in an ordered manner using an
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integrated software for database management [10].
RFID technology has drasticaly reduce the labour
required for the livestock management and introduced
transparency in the process of livestock management
when the livestock are shipped or transported to
different locations. RFID technology is far better than
the traditional method of animal monitoring and
management systems as the traditional methods
involved manual checking which introduces human
error and labour costs [11 — 14]. One of the major
limitation which exists in the RFID technology is that
RFID tags are pierced in the ears of the animals because
of which it leads to ear infection called as otitis media
which means the infection of middle ear. The ear
infection normally remains unnoticed and hence
chances are there that it may further worsen the health
condition of the cattle by attacking the inner ear and in
worst condition it also causes meningitis. Cattle
suffering from otitis media is mentally dull, has a poor
appetite and also has a fever. The diseased cattle may
also develop pneumonia and problems in respiratory
system. It has been proved that ear tagging of animals
provides a passage for the entry of bacteria in the ear
cavity and at the same time the chances of the animals
contracting tetanus is greater in ear tagged animals [15].
RFID technology does not provide the real time
location of the animals and hence it is also one of major
hurdle in the development of RFID technology for
outdoor applications.

I1. METHODOLOGY:

Tracking and monitoring the animals in a dairy farm
should be carried out with proper use of technology
which does not cause any pain and discomfort to
animals and at the same reduces the human labour and
error involved in the process. There are limitation
which exists in the proposed system for livestock
management and hence new system should be a
combination or rather a hybrid of existing system which
collects the benefits from each system and at the same
time eliminates the drawbacks involved in them. Based
on the study carried out and based on the comparisons
of various systems, we have developed asystem named
Tracamal which isjust mixture of above two mentioned
system with greater usability and limited drawbacks.
The proposed system does not cause any kind of injury
to animals and at the same time it will not hurt the
animals. The basic diagram of the system depicting the
flow of datain the system is represented as below:

T T

= Locotkan S

|z s -
Hoepptr

Cauck-Tp Truck
TLamuiodler Loortica

Fig. 1 System Diagram showing various blocks

The system describes the functional diagram of the
system. The brain of the system is the FRDM KL25Z
development board. The data from the GPS module is
directly sent to the board which uploads the data on the
application using ESP8266 Wi-Fi module. The main
feature of this proposed system is that it is totaly safe
for the animals as the entire system is fitted inside a
collar which is tied around the neck of the animal using
a leather strap. Hence this system ensure complete that
the cattle under supervision is devoid of any health risks
due to the implanted technology. The system though it
is sued for tracking and monitoring of the dairy farm
animal especially cattle, it can also be used for checking
health status of the animal. The accelerometer present
on board as well as the microphone which is attached in
the system can be used to detect if the cattle suffering
from any kind of disorder. Accelerometer is a very
important device which can be used detect disease like
fever, lameness, mastitis, ovarian cysts, pneumonia etc
[18].

The Android Application which will be provided with
this collar is a user-friendly application which can be
easily used by the farmersto track their animal real time
using the map. The application also has a notifier which
will help the farmers to schedule their cattle health
checkup dates and at the same time get reminders about
the health check-up dates well before time so that health
checkup will not be missed. Moreover the farmer or
dairy farm owner can use this application to sense if the
cattle is suffering from any diseases or problems. The
application also has an inbuilt feature which warns the
farmer or dairy farm owner when the cattle is goes to
very long distance for pasturing. This feature also helps
the famer to check if its cattle are not stolen by anyone
as the application notifies the farmer accordingly that
the cattle has gone far away from its shed.

The system as mentioned contains the GPS sensor
which continuously updates the real time location of the
anima on the Android App. The perimeter bound
tracking of the anima enables the owner to keep a
check that the animal has not gone beyond the natural
limits of the grazing area. If the animal is leaving the
designated area, the app notifies the owner regarding
this problem. The system also monitors continuousy
the sound of the animal and if the anima is
continuously making sounds, then the owner is
informed that the animal is in some problem as the
cattle moo’s continuously only when it is attacked or
when it suffering from any disease. The app also alows
the owner to create notifications regarding the health
checkup to be done for the concerned animals
periodically.

V. RESULTS AND DISCUSSION:

MIT App Inventor v2 has been used for developing and
the construction of the app. The modelling of the
android application has been carried out using the
visible components such as Image Picker and non-
visible components such as Notifier and Clock. The
entire backbone and base structure of the application is
congtructed using the software, allowing Tracking and
Health Checkup as well as the other functions such as
the Perimeter Bound Alert as well. Each of the
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components in the application have been made
interactive by applying a decison making algorithm
and flow structure with the help of MIT Blocks that are
pre-programmed. The real-time Longitude and Latitude
along with the Sound Level is being processed and
analysed within the system at a timely interval and
being pumped out in the form of location of the animal
meshed along with the safety of the animal. This is
carried out by sharing of data between each of the
screens used in the app that have a common Database
specific for the installed app on the device that is
TinyDB. Along with implementation of excessive
safety protocols and functions to store the detailed
information of each user that creates an exclusive
account for the application, which creates a tag along
with its value structured in a table format in the Real-
time Firebase Database. The proper working and
functionality of the device has been incorporated with
Mbed Online Compiler. The data that is being
transmitted from the GPS as well as the Sound Sensor is
being received and stored in the Realtime Firebase
Database which is then accessed by the application to
accurately track and provide real time feed on the
animal. Thus the link between the device and app has
been established using the Firebase DB. The Belt
containing the device acts as a beacon which allows the
user to pinpoint the whereabouts of the animal, the use
of GPS makes sure the data being processed and
analysed is quick and available over avery large range.

The collar which would be tied around the neck of the
animal can be depicted as below:

Fig. 2 Collar to betied around cattle's neck

Fig. 3 Basic System Implemented on a board

The collar which is made is completely safe for the
animals as it is made from leather and at the same time

the functioning of the system would be indicated by the
light emitted from the LED. If the LED is ON it
indicates that the system is functioning properly and if
the LED light goes low, it indicates that the system
battery needs to be recharged or replaced.

The accelerometer MMAB8451Q which is present on
board is used to measure the tilt of the cow’s head. The
position of cow’s head displays a wide range of
information regarding the health status of the cattle. The
accelerometer was tied around the neck of the cattle.lt
was observed during the study that cattle with diseases
like cerebral hypoplasia, bacterial meningitis etc have
drooping head. The head droops towards the left or
right side or remains in the intermediate position. Even
when the cattle suffers from ear infections, the head of
the cattle tilts towards the side of infected ear. The
graph shown below demonstrates the accelerometer
values for the calf suffering from ear infection in the
left ear and the head remains tilted towards the left side
of the calf.

TABLE I. TABLE OF TILT ANGLES FOR LEFT SIDE TILTED
HEAD OF CALF

X axis Tilt Angles Y axis Tilt Angles
1.011 1.999
1.009 2.001
1.010 2.002
1.015 2.002
1.015 2.003
1.017 2.008
1.012 1.999
1.007 1.992
1.015 2.009
1.014 2.004
1.017 2.005
1.009 2.001
1.016 2.002
1.014 2.002
1.014 2.001

Fig. 4 Graph of Tilt Anglesfor Left Sde Tilted Head of Calf
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The graph shows the various accelerometer readings
which is taken for the calf suffering from left ear
infections. The tilt usually lies in range of 1.01 — 1.05
radians for X-axis and for Y- axis the tilt angle lies in
the range of 1.98 -2.00 radians. The accelerometer data
is clustered for only these ranges of values.

When the neck lies in the intermediate positions, it
indicates that the infections is not severe and the cattle
should will take lees time to recover. The graph below
shows the accelerometer values of the calf’s head in
intermediate drooping position.

TABLE II: TABLE OF TILT ANGLES FOR INTERMEDIATE
TILTED HEAD OF CALF

1.749 1.718
1.737 1.724
1.692 1.709
1.726 1.696
1.718 1.623
1.658 1.697
1.646 1.732
1.663 1.756

1.66 1.747
1.653 1.734
1.657 1.740
1.643 1.744
1.645 1.736
1.641 1.746
1.634 1.746

X — AxisTilt Angles Y-AxisTilt Angles
0.406 1.785
0.357 1.757
0.362 1.768
0.316 1.732
0.308 1.723
0.279 1.698
0.288 1.701
0.275 1.684
0.288 1.695
0.269 1.686
0.263 1.673
0.254 1.656
0.247 1.653
0.248 1.653
0.194 1.570

The X- axis tilt range of the calf’s head for low
infection is from 0.17 — 0.18 radians and for the Y - axis
thetilt angles ranges from 1.55- 1.6 radians.

Fig. 5 Graph of Tilt Angles for Intermediate Tilted Head of Calf

When the calf is suffering from the infection in right
ears, the head of the cattle gets tilted towards the right
side of the body. The accelerometer values for the right
sided drooped head are plotted in the following graph:

TABLE IIl. TABLE OF TILT ANGLES FOR RIGHT SIDE TILTED
HEAD OF CALF

X-Axis Tilt Angles Y-Axis Tilt Angles

Fig. 6 Graph of Tilt Angles for Right Sde Tilted Head of Calf

For right side drooped head, the X- axis tilt values lies
in the range of 1.55 — 1.62 radians and for the Y- axis
the tilt angle values lies in the range of 1.75 — 1.8
radians.

It is not necessary that drooping of cattle’s head for a
prolong period of time indicates only ear infections but
also it indicates a wide variety of other diseases like
fever, lameness, mastitis, milk fever etc. Accelerometer
can also be used for determining the feeding behaviour
of the cattle as well as they can aso be used for
determining the behaviour of the animal. [19 — 22].

Fig. 7 Profile Description with Photo for Users




GPS Based Health Monitoring System for Animals

Whenever the Android application is given to any new
user, the app allows the user to create its own profile on
the application. The profile page of the application
gives a short information to the user regarding the time
remaining till the next health check-up, number of cattle
currently being tracked and at the same time also allows
the user to set volume level for the notification
purposes. The profile page aso alows the user to
quickly navigate to other pages like animal tracking or
health check-up reminder.

Fig. 8 Real Time Location of Cattle Shown on Google Map

The Android application was also tested for various test
cases. The real time location of the cattle was also
tracked using the Google map feature of the app. The
picture shown above represent the real time location of
the cattle using the application.

Fig. 9 Notifier for Health Check-up Reminder

The notifier which is present in the app reminds the
owner regarding various health check-up dates for the
cattle. Health-Checkup function of Tracamal provides
top notch and timely notification alert whenever the
User needs to take the Anima for a checkup.
Depending on the needs of the User, there are various
other options to notify the User such as through Ring
alert or aMessage as well set the time simply by putting
appropriate date and time. The testing of the notifier is
as shown above.

Figure 10. Perimeter Bound Tracking for Cattle Safety

Perimeter bound tracking is one of the key feature of
this system which alerts the owner whenever the cattle
leaves certain specified boundary region. The testing of
this functionality of the app is as shown above.

In case of some diseases, cattle moo’s continuously
because the cattle feels uneasy and uncomfortable in
such conditions. The mooing of cattle is detected by the
microphone present in the system and this datais sent to
the app which displays an alert message for the owner
to take a quick action.

Fig. 11 Sound Detection & Alert Mechanism of App

The app is aso equipped with a notification which
warns the owner when the cattle is making loud mooing
sound continuously.

V. CONCLUSION

The system proposed in this paper is effective for the
purpose of livestock management and it is aso
equipped with multiple features which can be in utilized
for monitoring the livestock including the health of the
livestock, health checkup reminders as well as the
safety siren which will protect the cattle from the
predators. The proposed system is also efficient in
tracking the animal using the Android application
which can be easily installed on the smartphone of the
dairy farm owner or the farmer. The application is
provided free of cost to the farmers or dairy farm
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owners along with the collar for the animal. The system
mentioned in this paper can be directly utilized for the
purpose of an integrated animal tracking and
monitoring system. The system is a complete model for
tracking the animal while pasturing and at the same
monitoring the health conditions of the cattle.The major
limitation which exists in the current system is that the
entire system is not placed on a single board. It is
possible to include the entire components on one single
board which reduces the spaces required for the entire
system and at the same time it will aso reduce the
power consumption of the system. The system can aso
be equipped with certain more sensors like temperature
sensors, load sensors etc which can be used to
determine if the cattle is suffering from diseases like
fever, pneumonia etc. The system is checked for al the
test cases which includes the testing of the system for
sound notification, perimeter bound testing and also the
notification for the health check-up. All the
notifications were notified accordingly on the Android
application and the application is aso functioning
successfully. This system is the first of its kind for an
integrated anima tracking and heath monitoring
system.
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Abstract— Optical wireless communication (OWC) is an
alternative technology to meet the demands of
exponentially growing high data rate applications by
broadband users. Though the implementation of single
carrier modulation techniques in OWC is an age old
technology, but for the last few years research is focused
towards the multicarrier modulation techniquesin OWC.
In OWC information is carried out using intensity
modulation and retrieved using direct detection. To
perform intensity modulation the baseband signal should
be unipolar signal. To obtain unipolar signal various
techniques such as DC-biased orthogonal frequency
divison multiplexing (DCO-OFDM), Asymmetrically
clipped orthogonal frequency division multiplexing (ACO-
OFDM), Flip orthogonal frequency division multiplexing
(Flip-OFDM) and Unipolar orthogonal frequency division
multiplexing (U-OFDM) techniques have been reported in
the literature. Though the DCO-OFDM is spectrally
efficient compared to other techniques it requires more
power to achieve the targeted BER. In this paper
convolutional encoder and hard-decision Viterbi decoder at
the receiver are considered. It has been observed that
CDCO-OFDM requires less has transmitted power than
DCO-OFDM to attain the targeted BER. Performance of
DCO-OFDM and CDCO-OFDM is evaluated for 4-QAM
and 7dB bias in the presence of additive white Gaussian
noise (AWGN) channel. It is observed that CDCO
requires 6dB less power to transmit than DCO-OFDM for

the BER 107%.

Keywords— CDCO-OFDM,multicarrier modulation,error
control coding, hermitian,unipoalr signal

| INTRODUCTION

Rapid utilization of RF spectrum may lead to
congestion of the spectrum to meet the demands of the
exponentially growing users. This laid a path to use the
infrared (IR) region of electromagnetic spectrum where
optical radiation is used as a mode to communicate.
This focused research towards optical wireless
communication (OWC). In OWC information is send
wirelessly in the form of optical radiations using IR
region as a medium. Light emitting diodes (LED’s) and
photo diodes are used as optical transmitters and
detectors for indoor applications. In OWC intensity
modulation (IM) and direct detection (DD) is used.
Initially single carrier modulation (SCM) is used in
OWC where entire bandwidth is used to transmit one

symbol. Time taken to transmit one symbol is %

seconds. SCM isideal for low data rate applications and
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it results in inter symbol interference when used for
high data rate applications. Concept of dividing entire
bandwidth in to different sub bands and transmitting
different data streams parallel over different subcarriers
made OFDM a well known broadband wireless
technology. Resilience to 1SI and its ability to tune the
transmitted signal to channel frequency made it as a
radical broad band wireless technology. Concept of Fast
Fourier algorithms made the implementation of OFDM
modul ators and demodulators easy by replacing bank of
modulators and demodulators. This technology forms a
basis for 4G technologies like LTE, WiMAX and
supports high data rate greater than 100Mbps.This made
possible of utilization of high data rate applications like
HDTV, online gaming, mobile videophones and
soon[1-4].

OFDM was widely used in RF domain for the last
few decades. But OFDM in OWC is a dtate of art
technology. In conventional systems OFDM generates a
bipolar signal. For IM and DD we require a unipolar
signal. Unipolar signal should be real and positive.
These signals are generated by various unipolar
techniques and they differ in the subcarrier assignment
and conversion of bipolar real signa to positive real
signal. Various techniques like DC-biased orthogonal
freqguency division multiplexing, Asymmetrically
clipped orthogonal frequency division multiplexing,
Flip orthogonal frequency division multiplexing and
Unipolar orthogonal frequency division multiplexing
have been described in the literature. Among these
techniques DCO is spectrally efficient but it requires
more power to transmit. The average transmitted power
governs the eye safety as well as the electrical power
consumption by the transmitter. Thus, power efficiency
is not only important for eye safety but also to enhance
life of battery operated handheld devices. One way to
improve the performance without increasing the
transmit power along with power efficient and IS
resilient modulation signal formats is the introduction
of channel coding techniqueg5]. This Coded DCO
(CDCO) has been implemented for 4-QAM, 7dB bias
for AWGN channel. It is noticed that transmitted power
for CDCO is 6dB less than a DCO-OFDM

In this paper we the authors present a novel
technique CDCO-OFDM and compare it with the DCO-
OFDM. Section |1 describes the DCO-OFDM.
Implementation of CDCO is presented in Section I11.
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Simulation results are shown in section V. Conclusions

aredrawn in Section V.

Fig. 1 DCO-OFDM for Indoor Optical Wireless Communication

1. DCO-OFDM

A stream of randomly generated bits x{k} is mapped
in to symbols by higher order modulation techniques.
a{k} represents the mapped symbols whose values

depends on the modulation. Xy, Yi..ce.. of a(k)

represents the amplitude levels and depends on the M-
ary constellation. QAM is considered for anaysis.
Higher the order of the modulation more the number of
bitswill be transmitted per symbol

x(k) = {0110,......}
a(k) = (X4 JY, X = [V }

A denotes the complex QAM symbol transmitted in
ki, OFDM subcarrier of iy, OFDM symbol, where k is
subcarrier index. If Signal A, is given as an input to
the IFFT modulator then the output signal is bipolar.
For OWC systems information is modulated using
intensity modulation, therefore transmitted base band
modulating signal should be real and positive
(Unipolar). So conventional OFDM systems should be
modified to be used in optical OFDM systems. To
obtain a unipolar signal Hermitian symmetry has to be
imposed

Aci = Auki, Wwhere k=12..., 1)

In (1) * denotes complex conjugation, N denotes the
number of subcarriers. Also, the N =0 and ’%

subcarriers are assigned null value to avoid the residual
complex time domain signal component as shown in (2)

Poj=An =0 @

Once the Hermitian symmetry is imposed on the QAM
symbols the IFFT operation is performed by the
OFDM modulator and time domain samples is given
in(3)

©)

j 2pkn)
N

e
an,i =W§ A exp(

forn=0,1,2,..N —1,N indicates IFFT size. a,; is a

real signal with positive and negative time domain
samples as shown in Fig. 2.
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Fig. 2 Real Time Domain Signa before biasing

A real positive signa is obtained by DCO-OFDM by
adding DC bias to a,;. In general DC bias should be

absolute value of the maximum negative amplitude of
the bipolar OFDM signal. Since bipolar OFDM signal
suffers from high peak to average power ratio
(PAPR).Therefore high DC bias is required to eiminate
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all the negative peaks of time domain signal. If large DC
bias is used, the optical energy-per-bit to single sided
noise spectral density, k., /N, becomes large.
Therefore, a moderate DC bias is introduced and the
residua negative peaks are hard clipped to zero to
ensure unipolarity of time domain signal at the optical
transmitter input [6-7].

In genera for large values of ¥ i.e. W > 64 the
amplitude of signal a(t) can be approximated by
Gaussian digtribution with zero mean and variance,

2= E{az(t)}. Therefore, in order to avoid large DC bias

and reduce the required optical power, a moderate DC
bias approach is used wherein DC bias denoted by fiy
is proportional to root mean square (RMS) of a(t) i.e.

fir =
Where 1 is proportionality constant and ©)

s = \/E%az(t)}

The resultant DC-bias time domain signal, x; (1) is

given by,
apco(t) =a(t) + bpc (5)
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Fig. 3 Real Time Domain Signd after biasing

Any value below this is hard clipped to zero to ensure
unipolarity of transmitted signal. The real and unipolar
DCO-OFDM signal after clipping is given by

up, D=z + iz +u.(fip) (6)

where n, (fi; ) is the clipping noise component. This
Signal acts as an input to optical modulator where it is
used to modulate the intensity of optical carrier. The
resultant signal is then transmitted over flat channel.
This signa is usually affected by shot noise which is
modeled as AWGN noise, M (I) and it is introduced in
the electrical domain.
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Fig. 4 Real Time Domain Signa after clipping

At the receiver, the received optica digna is first
converted to electrical signal using a photodetector and
the DC bias is subtracted before samples are fed to FFT.
Further data extraction and conversion of symbolsto bits
are performed.

The performance of DCO-OFDM is strongly
influenced by the introduction of DC bhias. So value of
fir is optimized depending upon the application.
Usualy a DC bias of 7dB is used to obtain unipolar
DCO-OFDM signal. If the DC bias is large optical
energy-per-bit to single sided noise spectral density,
By /Ny becomes very high making DCO-OFDM
inefficient in terms of optical power. On the other hand,
if the added DC hias cannot exceed maximum amplitude
of the negative peak then hard clipping is performed
which introduces clipping noise affecting al the
information carrying subcarriers. Thus larger the bias
smaller the clipping noise. But larger bias means higher
transmission power i.e larger E,/N; to achieve
acceptable BER. So there is tradeoff between lower DC
bias and BER performance. Therefore CDCO-OFDM is
proposed to decrease the transmission power at the same
BER

1. CDCO-OFDM

Channel coding is one way to improve the
performance by maintaining the same BER at the lower
transmit power. Error control coding techniques are
introduced in CDCO-OFDM. The principle of channel
coding involves introduction of controlled amount of
redundant bits for detection and correction of
transmission errors introduced by the channel. There are
different types of channel coding or forward error
correction (FEC) techniques. In CDCO-OFDM
convolutional encoder for data protection before
baseband modulation and hard-decision Viterbi decoder
a the receiver is considered. Convolutional encoder
maps the input stream of information bits in to a
encoded bits. Convolutional codes are specified by the
three parameters (n, k, m), where ‘n’ represents the
number of output bits, ‘k ‘represents the number of
input bitsand ‘m’ is the number of memory registers
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Fig. 5 CDCO-OFDM for Indoor Optical Wireless Communication

Efficiency of the code depends on the code rate
and itis given as% . Range of k and n parameters

range from 1 to 8, m from 2 to 10 and the code rate
from 1/8 to 7/8 Constraint length represents the
number of bitsin the encoder memory and is given
by L =k(m-1) “The convolutional encoder takes a block

of k information denoted by u = (ig, iy, ...) =

(u{Pul? .. ul,uPu® ..) and introduces controlled
amount of redundant blts to generate encoded sequence

(code word) block of Iength 1 symbols given by v =

1 ] 1 2
(LD'L]' . l"rl) - Iil,,:(, )L,;(, (”) L:E )L:E ) (") . :|

Thisresultsin a convol utlonal encoder of rateR— (k/ n.

The encoded block of symbols is obtained by
convolving the input k-bit message sequence with the
encoder impulse responses The encoding equation for all

isgiven by,
v _zu xg(1)
i=0
Where j=123...m

)

Where g is impulse response or encoder generator
sequence Generator polynomials can also be determined
from the encoder circuit. Convolutional encoder
depicted in Fig. 6 has three shift registers with constraint
length of three and input is given tosy. Codes C, and
C, are generated by performing EX-OR operation as

shownin (8).

Fig. 6 Convolutional Encoder
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Therefore for one bit of information two bits are
generated.

In CDCO randomly generated bits are
encoded using convolutional encoder of constraint
length of seven and coding rate of % Output of
encoder is given to DCO-OFDM transmitter. Real time

OFDM signal obtained after applying DC bias of 7dB is
shown in Fig. 7
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Fig. 7 Real Time Domain Signal in CDCO-OFDM
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Signal obtained in Fig. 7 consists of negative real
components and since for IM we require real and
positive signal, the negative components are clipped to
zero as shown in Fig. 8. Signal obtained in Fig. 8 isused
to modulate the optical carrier intensity. The
performance of an indoor optica wireless link is
affected by ambient illumination sources such as natural
sunlight, fluorescent lighting and incandescent lighting
that are not used for actual data transmission. All these
undesirable indoor lighting other than the source
generates shot noise of high-intensity at the receiver
front end. The shot noise is modeled as zero mean
AWGN i.e. additive white Gaussian noise, which is
unrelated to the original message signal . This Gaussian
and signal-independent noise isindicated by M (I). Thus,
the indoor optical wireless channel suffers from signa
degradation due to AWGN. So AWGN noise is added
for the analysis. Convolutional encoder for data
protection before baseband modulation and hard-
decision Viterbi decoder at the receiver are considered.

At receiving end the received signal r is decoded by
incorporating hard-decision Viterbi decoder to obtain
estimate 0 of the original message.

IV.SIMULATION RESULTS
DCO-OFDM and CDCO-OFDM has been simulated for
parameters shownin Table. 1

Table 1. Simulation parameters

Parameters Values
OFDM symbols 400
Subcarriers 256

Modulation 4 QAM
DC Bias 7dB

The electrical domain BER performance of DCO-
OFDM and CDCO-OFDM is simulated for the 4-QAM
and 7dB bias. It has been observed that CDCO-OFDM

requires 6dB less SNR to achieve aBER of 1074 .

—#— CDCO-4QAM-7 dB
—#— DCO-4QAM-7 dB

Bit Error Rate

SNR(dB)

Fig. 9 BER Performance of CDCO-OFDM and DCO-OFDM

Therefore CDCO-OFDM requires lower optical transmit
power to transmit OFDM signal for the same BERs for

11

indoor optica wirdless channel with AWGN
characteristics. Thus the proposed CDCO--OFDM is
more efficient in terms of optical power compared to
conventional uncoded DCO-OFDM.

The error probability of received signal measured in
terms of BER depends upon on the noise level
introduction which is stated by Signal-to-Noise ratio i.e.
SNR. Difference between the transmitted and received
signal resultsin an error, defined by BER If the BER is
below the acceptable margin of any communication
system it is necessary to increase the SNR which
requires an increase in the system transmit power.
However, this contradicts against the power constraint
regulation for an indoor optical wireless communication
system. The average transmitted power governs the eye
safety as well as the electrical power consumption by the
transmitter. Thus, power efficiency is not only important
for eye safety but aso to enhance life of battery operated
handheld devices. Hence the most important evaluation
criterion for any modulation technique incorporated in
IM/DD communication system is the amount of average
transmitted power required to achieve desired BER.
Additionally, in IM/DD systems the SNR is directly
proportional to square of average transmitted power.
Concept of introducing error control coding resulted in
achieving the desired BER at the lower value of SNR.

V. CONCLUSION

Unipolar Communication techniques are used
to perfform IM in indoor optical wireless
communication .These techniques vary in assignment of
subcarriers and the approach to convert bipolar real
signal to unipolar real signal. Though conventional
DCO-OFDM is spectrally efficient technique it requires
greater value of SNR to achieve a targeted BER. One
way to improve the performance without increasing the
transmit power along with power efficient and 1Sl
resilient modulation signal formats is the introduction of
channel coding techniques .Therefore an attempt is
made to introduce error control coding techniques to the
conventional  DCO-OFDM. Convolutional encoding
before the baseband modulation and hard-decision
Viterbi decoder at the recelver are incorporated to

achieve a power efficient system. Code rate of % and

constraint length of seven are considered for coding.
Simulations are performed for 4-QAM and 7 dB bias to
compare the performance of DCO-OFDM and CDCO-
OFDM techniques. It has been observed that CDCO-
OFDM requires 6dB less SNR as compared to DCO-

OFDM to achieve a targeted BER of 10 CDCO-
OFDM is power efficient as compared to DCO-OFDM.
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Abstract— As the number of road users are
increasing on the daily basis, the vehicle
population on the roads increased to an extreme
level. Thus, leading to traffic problems which
cause major time delay and more issues.
Therefore, there is a need to find an optimal
solution for traffic control. There are several
types of traffic problems; so, to overcome these
problems, the project focuses on optimization of
traffic light controller in the cities using image
processing, Machine Learning and
Artificial Neural Network (ANN), in which a Pi
camera and a Raspberry PI 3 modd B+
microcontroller is used in order to process the
images and measure the traffic density at any
traffic junction. The traffic controller changes
the signal timing dynamically depending upon
the density at the traffic signal. Artificial Neural
Network is used to distinguish the vehicles such
as cars, trucks, ambulances, etc. and the priority
to the vehicle is set accordingly by Decision
making Machine Learning Algorithm. The
number of vehicles moving on the roads is
counted by the microcontrollers and depending
upon the various vehicle counts, the
microcontrollers controls the timing of the signal
at the traffic junction respectively.

Keywords— raspberry pi 3 model b+,
machinelearning, microcontroller, artificial
neural network.

|. INTRODUCTION

[5]Basically, a traffic light control system is an
approach towards solving traffic issues in a
defined area. Traffic at every junction in our
country is a major complication that India is
facing today. The standing traffic leads to surplus
wreckage of time in everyone’s life. In exigency
circumstances, where medical help is required,
possibility of an ambulance arriving at the right
time becomes a great challenge. It becomes
impossible to such an extent that, it costs a
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person’s life. As noticed in the current time, the
traffic light system is broadly classified into two types.
They are: -

1). Time Based Traffic Light Control System
(Static): Thisisan old and conventional form of signal
controlling system using Electro-Mechanical signal
controllers. On the contrary, to the computerized
signa controllers these are build up using moving
parts such as cams, dials and shafts. Additionally, the
controls system is wired to them and it works
accordingly. Apart from the electronic components,
dial timers and electrical relays are used. Cycle
lengths of signalized intersections are recognized and
evaluated by the small gearsthat are located inside
the dia timers which range from 35 seconds to 120
seconds. If there is any failurein the cycle gear of
dial timer, it can get replaced with another cycle
that would be more feasible. Dial timer are designed
in order to control phases at the signalized
intersection in only one way. Many old
signalized intersections till date use this type of
signals. However, this fails whenever there is a
dynamic change in the flow of the traffic.

2). Density/Adaptive Traffic Light Control System
(Dynamic): As compared to the system mentioned
above, this works on the images captured by the
camera at traffic signals, in order to calculate the
density of the traffic. Based on the processing done
at the junction by the microcontroller, signal times
are adjusted accordingly. This is an advance version,
wherein rea time data is accepted and accordingly
priorities are assigned to make it dynamic. Advance
communication is used by the system, which uses
sensors and RFID tags to acquire data and provide
information to the system based on the current
situation on the roads. The smart system then
processes this information and makes decisions; that
is, it automatically recognizes the duration of each
traffic light signal based on previous traffic situation
on the road. Such type of system includes fuzzy
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experts’ systems (FES), artificial neural networks
(ANN) and wireless sensor networks (WSN).

Il. PROBLEM DEFINATION

Traffic is the major issue which amost every
country faces because of the increasing number of
vehicles, particularly in large urban areas. As
the problem of urban traffic congestion
spreads & occurrence of road accidents
increases. There is an immediate need for the
introduction of advanced technology and
technigues to improve the traffic control
algorithms to better satisfy thisincreasing demand.
The ideal way for controlling a traffic light is
using timer for accordingly. Through this project
a system is proposed for controlling the traffic
light by Artificial Neural Network (ANN) and
Decision-making Machine Learning algorithm.
Detection of the vehicles will be done by image
processing, taking images as inputs. A camera
will be installed beside the traffic light. It will
capture image in required order. The image
sequence will then be analyzed and evaluated
using digital image processing and according to
traffic conditions on the road, traffic light can be
controlled. Each phase. Alternative way is to use
electronic sensors in order to detect vehicles and
produce signal that cycles.

111. POPOSED WORK

As the number of road users is increasing on the
daily basis, the vehicle population on the road is
increased to an extreme level. Thus, leading to
traffic problems which cause major time delay and
more issues. Therefore, there is a need to find an
optimal solution for traffic control. There are
severa types of traffic problems; so, to overcome
these problems, the project focuses on
optimization of traffic light controller in the cities
using image processing, Machine Learning and
Artificial Neural Network (ANN), in which a Pi
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camera and a Raspberry Pl 3 mode B+
microcontroller is used in order to process the images
and measure the traffic density at any traffic junction.
The traffic controller changes the signal timing
dynamically depending upon the density at the traffic
signal. Artificial Neural Network is used to distinguish
the vehicles such as cars, trucks, ambulances, etc. and
the priority to the vehicle is set accordingly by
Decision making Machine Learning Algorithm. The
number of vehicles moving on the roads is counted by
the microcontrollers and depending upon the various
vehicle counts, the microcontrollers control the timing
of the signal at the traffic junction respectively.

IV. METHODOLOGY

Machine Learning

The machine learning based content classifiers are a
sort of managed machine learning worldview, where
the classifier should be prepared on some named
preparing information before it tends to be connected
to real arrangement undertaking. The preparation
information is normally an extricated bit of the first
information hand named physically. After appropriate
preparing they can be utilized on the genuine test
information.

Artificial Neural Network (ANN)

Artificial Neural Network (ANN) is a system that is
inspired by biological neurons that resides in an animal
brain. The neural network in itself is not an algorithm,
but a framework for many such machine learning
algorithms to do the job together and process many
complex data inputs. Learning is the main key point
in ANN. An ANN is basicaly a collection of
connected units or aso called as nodes known as
artificial neurons, where each connection can transmit
a signal from one artificial neuron to another. Then
the received signal can be processed by the artificial
neuron and then signal additional neurons adjoining
the previous one. The original goal of ANN was to
solve the problems that a human brain cannot.

V. TECHNOLOGY

Python

Python is a broadly utilized abnormal state, universally
useful, deciphered, powerful programming
dialect. Its outline reasoning underlines code clarity,

and its grammar enables developers to expressideas in
less lines of code than conceivable in diaects, for
example, C or Java. The dialect gives builds expected
to empower composing clear projects on both a little
and huge scale.

Tensrflow

Across a range of tasks, Tensor flow is an open-
source library for dataflow programming. It is nothing
but a symbolic math library, and is also used in
machine learning applications such as neural networks.
It is used at Google for both research and production,
often replacing its closed source predecessor,
DistBelief. It was developed by Google Brain team
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Google’s internal use but was the released by
Apache 2.0 open source license on Nov 9, 2.15.

V1. CONCLUSION

The project will help in reducing stagnant traffic at
the junctions along with the reduced transportation
cost and fuel consumption. Time for an individual
person is saved and a path will be provided for the
emergent vehicles in order to reach their
destination on time, to help the needful. As
Raspberry Pi is used in the project there’s a scope
of implementation of Internet of Things (I0T) in
the future dlong with RFID. With the help of
Artificial Neural Network and Machine Learning
Algorithms interfaced with the Raspberry Pi, a
real time analysis of the traffic will be achieved
and accordingly the timing for the traffic signals
will be controlled and priority for the
emergency vehicle will be provided.
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Abstract—With the widespread use of computers in
each and every fiddd and with the technological
advancement in semiconductor processing industries, it is
required to evaluate the performance of the computer in a
profound manner. This requires the thorough knowledge
of personal computers. Motherboard is heart of any
computer system. In a computer system in different parts,
different faults may arises. In this paper details of
motherboard is discussed. In the first part of this paper
series different VRM circuit of motherboard is discussed
in detail. Also, technical guide is suggested for
troubleshooting of VRM circuit faultsand its remedies.

Keywords— Computer, Motherboard, CPU, VRM
Circuit, SMPS.

I. INTRODUCTION

Today, with tremendous advances in Information
technologies, the use of information systems turned out
to be explicitly. Computer system typicaly include a
combination of hardware components and software,
application programs, system programs, processors,
buses, memory, input/output devices etc. Today, more
sophisticated computer software has evolved to take
advantage of the higher performance of the hardware,
resulting in computer systems that are much more
powerful than just a few years ago. Fault diagnosis in
the Electronics field has received a lot of attention in
research literature over the last years. Several theoretical
and practical fault troubleshooting techniques have been
developed and experimented to automate the diagnostic
process of electronic devices

Il. REALATED WORK AND DESIGN GOALS

A. DETAILS OF MOTHERBOARD

The synonymous words used for motherboard are
Main board, System board. The motherboard is
considered to be mother of the personal computer (PC)
or controller/holder/common connecting point of all
other devices required to run a PCT. The motherboard is
the main Printed Circuit Board (PCB) in a Persond
Computer that is used to integrate and control all other
components and devices in a complete computer system.
It contains various components like CPU, memory,
BIOS and basic controllers that are required to operate
the system. Different types of motherboards are
available which are built and designed with a limited
range of specific components that can be used in them,
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which are dependent upon the manufacturers design. An
important thing to understand that all motherboards are
not same. They may integrate some of the same
technologies. But the way those technologies work
together may be completely different in nature. Some
can appear to be very similar, yet have hidden
differences. Their appearance can vary in circuit board
size, shape, design, capabilities and configuration
possihilities..

B. Scope

The focus of the study is to analyze, design,
develop, test and implement an online interactive web
for computer hardware repair. The system also help to
gain more knowledge in repairing hardware part of the
computer system like display adapter, motherboard, hard
drive, power supply, CPUs, mouse as well as system
error and failure.

C. System Architecture And Design Rules

The designing of the block diagram plays a very
important role asit visually describes the system as a
whole displaying the significant elements of the system.
The diagram below is the block diagram of the project.

1. NORTH BRIDGE CHIPSET (GMCH): North
chipset is used to control high speed devices like CPU,
RAM and Video Card. This chip set controls the Bus
speed and Switches controlled data ensuring that data



between the components is smooth and continuous.
Also, it controls the speed of CPU and RAM.

2. SOUTH BRIDGE CHIPSET : (ICH -
INPUT/OUTPUT CONTROLLER HUB ) : The
function of the south bridge chipset is similar to the
driver components like — Sound Card, Network Card,
Hard Drive, CD-ROM drive, USB Port, BIOS IC and S
I/0.

3. IDE PORT: This is controlled by SOUTH
Chipset used to connect IDE drive like-HDD, CDROM,
DVD etc

I11. APPLICATIONS

1. Determine the domain of the problem and exonerate
the network.

2. Conduct an Application flow analysis.
3. Fix the problem.
4. Validate the problem.

5. Document the fix.

IV. SCENARIO

*We have started working on the motherboard

25 to 50% work is done

*VGA and we have studied about some chipsets, ports
and various types RAMs

*We have learned about some processors too.

*We have al so studied about some motherboards (Intel)

18
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*We currently are focusing on various types of OS such
askali Linux, Ubuntu etc.
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Abstract—This paper presents a design and simulation
of VHF Yagi-Uda array antenna to be used for reception
of HAM Radio Signals aswell as Weather Satellite signals.
The antenna is smulated and optimized at 146 MHz. The
simulation is done using High Frequency Structuring
Software (HFSS). It has impedance bandwidth of 10 MHz
(6.84%) which satisfies the requirement of VHF HAM
Band and weather prediction satellites.

Keywords—VHF, Yagi
Bandwidth

Uda, Return loss, Gain,

l. INTRODUCTION

In the last few years the wireless communication
industry has evolved and it will be no surprise if it keeps
on evolving more in the coming years. An antenna is a
very important device in wireless communication which
converts a guided electromagnetic wave on a
transmission line to a plane wave propagating in free
spacel. There are wide variety of antennas which have
been developed for different applications, such as wire
antennas which include dipoles, monopoles, Yagi-Uda
arrays and related structures. Aperture antennas
consisting of open-ended waveguides, rectangular or
circular horn, reflectors and lenses. Printed antennas like
printed dots, printed dipoles and microstrip patch
antennas. Antenna plays a very vita role in any ground
station system. They are the most essential link between
free space and transmitter or receiver and determine the
characteristics of the complete system. Antenna and its
working environment decide the effectiveness of the
ground station.

Our objective is to design an antenna for 1SS
(International Space Station) APT(Automatic Picture
Transmission) signal reception via K.J. Somaiya’s
Durdrishti ground station which will automatically track
the NOAA and Meteor weather satellites through the
feeded data of their passes over the location of ground
station. The antennas are designed by selecting
particular Ham band frequency range. Three types of
antennas i.e. V-Dipole, Quadrafilar Helix and Yagi Uda
are designed to operate on Ham band freguency range of
144MHz to 146MHz for Reception. V-Dipole antennais
the simplest antenna configuration, athough the
presence of three different parameters, viz. the two arm
lengths and the included angle makes it even more
difficult. The design procedures available for
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symmetrical V-Dipole mainly depend on maximizing
the directivity with respect to the included angle only.
Quadrafilar Helix being directional, consisting of one or
more conducting wires, wounded in the form of helix, is
an excellent antenna for transmission and reception
purpose. Being directional, signal is captured easly
along with noise too.

The three element Yagi Uda is used to optimize its
directivity and match it to the 50-ohm impedance cable.
As frequency is 145 MHz corresponding wavelength
for this frequency will be 2.0689 meters. We
implemented antennas such that the size will be reduced
to such an extent that it can be can be assembled and
disassembled at site. The material used is robust in
nature in order to survive the extreme weather
conditions. In half wave dipole, input resistance and
reactance increase along with length of dipole. We
preferred dipole antenna over folded dipole, even
though we get better results in folded dipole antenna &
cross Yagi antenna (50 Ohm). The magjor reasons for
using Yagi Uda over other types of antennas are as
follows:

1. The performance of simple Yagi-Uda Antenna is
similar to Cross Y agi but with less complex design.

2. We can achieve higher gain and range in cost
effective affordable designs which are far less subject to
interference.

[I. CONSTRUCTION & DESIGN
METHODOLOGY

Yagi-Uda antenna consists of mainly three
elements i.e. directors, reflectors and dipole where
directors and reflectors are parasitic element. Yagi-
Uda antenna dimensions are as follows
Dipole=0.48A
Director=0.45A
Reflector=0.55A

The basic designisas shownin Fig. 1.
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R.(dB)=10 Loguo (pi/pr) D

In the above equation, pi isthe incident power and pr
isthe reflected power.

The simulated results are carried over a frequency
rarge of 100 MHz to 200 MHz with a frequency step
size of 20MHz. The fig. 2 shows the graph of frequency
vs.| Return loss parameter of the simulated Yagi-Uda
antenna.

As shown in the fig. 2, this simulated Yagi-Uda
antenna resonates around 146 MHz and exhibits a -20dB
Refurn Loss bandwidth of around 30 MHz from 130

Fig. 1 Yagi-Uda basic design

This antennais designed to operate at 144 MHz-146
MHz which is HAM RADIO Wireless Communication
Band. For this frequency, wavelength is 2.0689 meters.
For this VHF band frequency whichis, Yagi-Udais the
best fitted antennato be used (2.

The director is made to be smaller than the driven
element. The director is placed in front of the driven
element that is in the direction of maximum sensitivity.
Typically director will add around 1 dB of gain in the
forward direction. A director acts as a capacitive
element. The director can be made capacitive by tuning
it above the resonant frequency. The second alternative
is more commonly used. Feed box is connected with
driven element to feed the signal from cable RG-58 (50
Ohm). This cable is connected using SMA femae
connector. Feed box is isolated from environmental
resistance.

This is behind the main driven element that is the
side away from the direction of maximum sensitivity.
Reflector reflects the EM waves. This helps in
achieving unidirectional propagation.

IV. RESULTSAND DISCUSSION

Simulation is the connecting medium between
design idea and hardware manufacturing. After
receiving signals from antennas which were made from
general designs available, we found that some of the
parameters need to be improved in order to receive the
weather signals more accurately. Hence we have
simulated this linear polarization Yagi-Uda antenna
using HFSS software.

In order to provide an efficient result, the parametric
analysis of various components is considered. Different
parameters were toggled with to find the optimum value.
The parameters which were used for the same and the
results of the same are as mentioned below.

A. Return Loss and Bandwidth

Return loss signifies the degree to which the antenna
is matched with the transmission line. It indicates how
much of the incident power is reflected back because of
a mismatch in impedance. Generally, the impedance of
the transmission line is considered to be 50Q, although
the values can sometimes differ. Return loss is
calculated asfollows:
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MHz to 160MHz.

Fig. 2 Simulated Return Loss of the proposed antenna
B. Gain

Gain indicates the radiation in selected direction in
comparison to an isotropic antenna. Gain provides us
with a value to how efficiently an antenna converts input
power into electromagnetic waves. Fig. 3 shows the gain
plot of the simulated antenna.

Further studies are required to improve the gain.
Techniques such as introduction of parasitic el ements
and further parametric analysis are considered for the
same.

Fig. 3 Gain Plot of Simulated Antenna

C. Radiation Pattern
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Radiation pattern is graphical representation of
the intensity of the antenna plotted against the angle
from perpendicular axis.

The only effort required is the reading and
following of values along the circles. Fig. 4 shows the
impedance matching of the simulated antenna.

The smulated graph of VSWR vs. Frequency is
showninfig.7.

IV. CONCLUSION

Fig. 4 Impedance Matching of Simulated antenna

Fig. 5 shows the top view of radiation pattern and
Fig. 6 shows the front view of radiation pattern.

Fig. 5 Top View of Radiation Pattern in HFSS

Fig. 6 Front View of Radiation Pattern in HFSS
D. Voltage Standing Wave Ratio (VSWR)

Standing Wave Ratio (SWR) is a measurement
of how efficiently the antenna will radiate the power
available from the radio. In simple terms, the radio
would like to radiate all of its power, but can only do so
if the other components co-operate. Bad co-axia cables
and mounts , or insufficient antenna and ground plane
can cause system bottlenecks.

VSWR = Vuax/ Vmin
Fig.7 Simulated VSWR of the proposed antenna
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In this paper, 3 element Y agi-Uda antenna for VHF
weather satellite reception is designed and simulated
using HFSS. Yagi-Uda antenna is simulated and
optimized at 146MHz. The antenna operates around the
146 MHz VHF band with its resonating frequency at
146 MHz and impedance bandwidth of 10MHz. The
antenna is suitable for reception of weather satellite
signals. Further studies are required to improve the gain
of the antennato improve its working efficiency.
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Abstract—Quad-band circular annular ring antenna
with two inputs is proposed in this article, which is a
suitable choice for calling tablets and wi-fi devices. It
covers 850 MHz/900 MHz, 1800/1900 MHz, 2.4 GHz and
3.5 GHz bands. Circular annular ring with circular DGS
is used to achieve multiband operation. FR4 lossy
substrate having dielectric constant () of 4.3, thickness
1.53 mm and loss tangent (d) 0.025 is used to fabricate the
antenna whose gain is reasonable and varies for different
bands from 2.61 dB to 7.25 dB. Specific absorption rates
obtained at resonant frequencies for 900 MHz, 1.8 GHz,
2.4 GHz and 3.5 GHz are 0.939 W/kg, 0.694 W/kg, 1.08
W/kg, 0.84 W/kg in 1 gram of tissuerespectively.

Keywords—Annular ring, Defective Ground Structure
(DGS), Quad-band, Specific Absorption Rate (SAR)

I. INTRODUCTION

Antennais major device in wireless communication
and designing of antenna has many challenges due to
rapid technology changes. Calling Tablet uses
multiband multisystem antennas. Multiband antennas
can replace demand for multisystem requirement.
Fourth generation wireless standard operate from 400
MHz to 4 GHz [1]. Higher frequencies from the band
are dlocated for Asiaand Europe so as to provide larger
bandwidths [2]. In Circular annular ring antennas TMam
are used as there is no field variations and Bessel’s and
Neuman’s functions of order n [3]. TM11is dominant in
these antennas, so as to achieve multiband resonance
higher modes must be excited and the frequency of
resonance of annular ring is given by equation 1 [4-5].

Fi o=Xn .———
in /e

Defect in ground plane gives multiband operation
and suppresses backward radiation also it reduces cross-
polarization levels [6]. Various methods to enhance
bandwidth and improve system capacity are proposed
by using various symmetrical and asymmetrical defects
in ground plane are proposed [7]. Microstrip patch
antennas with single or multiple dots is employed to
reduce mutual coupling and to suppress higher order
harmonics[8]. Inthisarticle annular ring antennais fed
with two microstrip line feeds to enhance gain, 250
milli weatts input power is supplied while carrying out
simulations.
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Il. METHODOLOGY

A. Design of Circular Annular ring antenna

The designed antenna if for calling tablet and
fabricated using low cost FR4 lossy substrate with
dielectric constant (1) 4.3, thickness 1.53 mm and loss
tangent () 0.025. A circular concentric ring is designed
with full ground and parametric study on defect in
ground is done and optimized using CST MSW.
Antenna dimensions are (120 x 110 x 1.6) and all
dimensions are in mm and are shown in top view and
the defect in ground is shown in bottom view in Fig. 1.
The single antenna element with two microstrip line
feed to match 50 Q impedance on both sides is used to
enhance the gain as shown in Fig. 1 Circular dot in
ground is made to enhance the performance of the
antenna and is optimized from 10 mmto 41.3 mm. It is
observed that as circular slot size in ground reaches and
coincides with outer ring diameter of antenna. Antenna
performance is enhanced in terms of gain and
bandwidth along with suitable SAR. Fig. 2. shows
photograph of fabricated antenna.

For evaluating SAR, antenna must be placed near
the head phantom at a distance ranging from 3mm to 1
cm.

)

Fig. 1. (@) View of annular ring antenna.
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Fig. 1. (b) View of DGS.

Fig. 2. () View of fabricated annular ring antenna.

Fig. 2. (b) Bottom view of fabricated DGS.

I11. RESULTS AND DISCUSSION

Return loss characteristics are presented in Fig. 3.
for annular ring antenna Quad-bands operation at four
resonant frequencies.
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From the results it is evident that, for first band
(850/900 MHZz) return loss measured is -28.88 dB at
resonant frequency of 852 MHz and bandwidth
obtained is 413 MHz (0.587-1 GHz). Second band
(1800/1900) gives return loss of -20.30 dB at 1.857
GHz frequency of resonance and bandwidth is 470
MHz (1.630-2.100 GHz), third band 2.4 GHz return
loss measured is -16.63 dB at resonance frequency of
2.38 GHz and bandwidth is 439 MHz (2.171-2.610
GHz), fourth band return loss is -16.10 dB at resonant
frequency of 3.45 GHz and bandwidth is 261 MHz
(3.357-3.618 GHz GHz).

-20

Reflection Coefficient [dB]
o

25 Measured S11
-+ Simulated S11

-30
1 2 3 4

Frequency [GHZ]

Fig. 3. S11vs Frequency of annular ring antenna.

Table 1 demonstrates simulated maximum gain and
directivity of annular ring antenna for all four bands.
From Table 1 it is evident that as frequency is
increasing, gain and directivity is increased but at 3.5
GHz the directivity is dightly reduced as compared to
the rising trend due to increase in sidelobe level at 90
and 180 degrees and is observed in radiation patterns.
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TABLEI. GAIN AND DIRECTIVITY OF ANNULAR RING ANTENNA
Frequency in Radiation
GHz Gainin dB Directivity in dB Efficiency in %
i
0.9 78.61
1
L.
- B\!.
L
138
iEh
-1 &
35
-i5.3
=72
-7
18 Ea 80.65
24 91.77
35 88.95

Below Fig. 4. shows simulated values of vswr which
should range between 1 and 2 and for al the bands
range obtained is between 1.2 to 1.4.

Fig. 4. VSWR vs Frequency.
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@ (b)

(© (d)

Fig. 5. Radiation patterns along HPBW at &) 0.9 GHz b)
1.8 GHz c¢) 2.4 GHz and d) 3.5 GHz

Fig. 5. shows radiation patterns at al desired
resonant frequencies in azimuth and elevation plane. It
is observed that HPBW is getting narrower as frequency
isincreased. Radiation pattern figure look like numeral
8 at al frequencies except 2.4 GHz. Sidelobes at 2.4
GHz are more but still backward radiation is less which
reduces SAR.

TABLE II. SAR AT RESONANT
FREQUENCIES OF PROPOSED
ANTENNA
Frequenc SAR at 1gram
yin GHz
0.9

26

1.8

24

35

Table 2 shows values of SAR obtained at all resonant
frequencies for 1 gram of tissue.

V. CONCLUSION

Quad-band annular ring antenna is proposed in this
article for calling tablets, it covers 850 and 900 MHz,
1800 and 1900 MHz, 2300 MHz as well as Wi-Fi (2.4
GH2) and Wi-Max (35 GHz).
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A single antenna can be implemented to serve multiple
purposes so that cost arising from multiple antennas can
be reduced. The gain and directivity provided by the
antenna at 900 MHz is 2.61 dB and 3.32 dB and at 1.8
GHz is 4.68 dB and 5.22 dB during calling session
which is satisfactory and at 2.4 Ghz is6.14 dB and 6.69
dB and at 3.5 GHz is 7.25 and 8.15 GHz respectively
which can be used for Wi-Fi and Wi-Max. Maximum
SAR achieved is 1.08 W/kg in 1g tissue mass of head
phantom at 2.4 GHz and is much below as per the
guidelines stated by FCC and |IEEE.
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Abstract - We are living in the era of information
technology. Enterprise Resource and Planning has
brought revolutionary changes in the in technical world
whether it is business, education filed, governance,
medical system. Vision and mission of ERP system is to
integrate the information from all the departments of
the organization. These system implement business
process within the organization to achieve synergy in
operation across various business unit. ERP provides
support for all variation of business practices, enables
implementation for these practices with a view towards
enhancing productivity, foster the image of the
enterprise products and services. In every organization
top management is handled by ERP system, and human
resource plays main role in it. Generally in tenant
management human resource and ERP system plays
key role of development of project.

Keywords— ERP; Faculty Management System
(FMS); Organization; Biometric and Leaves; Time Table;
Account; Salary

[. INTRODUCTION

Faculty is the backbone of an Educational
institute therefore their management plays a major
role in deciding the success of an organization [1].
Faculty Management Software makes it easy for the
employer to keep track of all records. This software
allows the administrator to edit faculty, add new
faculty, transfer/promote/terminate faculty. Each
faculty in the database is associated with a position
can be added and edited when need arises. Faculty
can be transferred between positions easily without
having to retype back their information in the
database. You can check to see if there are duplicate
positions/faculties in the database. Most of all, the
employer can assign tasks to faculties and assess their
progress in order to keep track of faculty’s
performance.

A flexible and easy to use Faculty Management
System for small and medium sized Educational
Ingtitutes provides modules for personnel information
management thereby organization and companies are
able to manage the crucial organization asset people
[2]. The combination of these modules into one
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application assures the perfect platform for re-
engineering and aligning Human Resource processes
aong with the ingtitute goals. This system brings
about an easy way of maintaining the detals of
faculties working in any organization.

It is simple to understand and can be used by
anyone who is not even familiar with simple faculty
system. It is user friendly and just asks the user to
follow step by step operations by giving easy to
follow options. It is fast and can perform many
operations for a company. The goal of this project is
to design and develop an faculty management system
to fill existing gaps in the electronic management of
employees. Scope of FMS will be limited to the
following:

1. Faculty profiles. Faculties will have access to
their personal profiles and will be able to edit
their details.

2. Electronic leave application: Complete
elimination of paperwork in leave management
by enabling a faculty apply for leave as well as
check their leave status through the system. This

will also enable the HOD & Principa to
accept/reject leave application through the
system.

3. Syllabus Management: Assign lecture and
practical to faculties, assign a lesson plan and
keep track of the progress.

4. Report generation: The Head of the Department
will be able to generate timely reports in order to
monitor faculties and this can be used for
performance appraisals. The reports will be have
al the information of an faculties from
educational  background, trainings attended,
projects done as well astechnical skills.

5. Recruitment Process. The admin will add a
faculty and a default password and faculty id will
be generated and given to the new employee.
Admin will then have the ability to add an
employee’s information to the database.

I1. LITERATURE SURVEY

FMS refers to the systems and processes at
the intersection between human resource management
(HRM) and information technology. It merges HRM
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as a discipline and in particular it’s basic HR
activities and processes with the information
technology field whereas the programming of data
processing systems evolved into standardized routines
and packages of enterprise resource planning (ERP)
software. [3] An organization or company with avery
large number of employees manages a greater volume
of data. This activity can be daunting without a more
sophisticated tool to store and retrieve data. The
various levels of sophistication can be examined by
looking a the evolutionary aspects of HR
technology..

These aspects can be characterized into four
stages of development: Paper-based systems, early
personal computer (PC) technology, electronic
databases, and Web-based technology. [4] The
benefits of automation are becoming widely known to
HR and other areas of the business. The focus has
shifted to automating as many transactions as possible
to achieve effectiveness and efficiencies. The
technology of the future will be about speedy access
to accurate current information, and reliability to
access this information via multiple systems will give
organizations a strategic edge. HR is expected to
relinquish its role as sole owner of HR information,
so that managers and employees can use this
information to solve their own problems using Web-
based systems. This new system will not necessarily
mean reduction in HR staff. The new system will
enable HR professionals to focus on transforming
information into knowledge that can be used by the
organization for decision making; it will be about HR
and I T working together to leverage this technology.

A recent study by the Hackett Group, a
business process advisory firm found that high-
performing organizations spend 25 percent less than
their peers on HR because they use technology
effectively. [5] The two most popular Web-based HR
applications used today are self-service for employees
and self-service for managers. These applications
have enabled companies to shift responsibility for
viewing and updating records onto individual
employees and have fundamentally changed the
manner in which employees acquire information and
relate to their HR departments. [6]

I11. SysTEM DESIGN
1. Authentication:

Login- The user can login to the FMS system with
his/her username and password.

Logout- The user can log out from the FM S system.
Login failure- If the user does not exist in the
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database or the user has not yet being authorized by
the FMS admin.

2. Authorization:

User role check- After logging in, the user role will
be checked from the database and the user interface
will be displayed according to their role.

3. Process Data:

Display- User with defined roles can display the
content of the database. Being more specific, faculty
can only view higher personal information. HOD can
not only see hisher personal information but aso
faculties” information who are wunder his/her
department or school. Admin can display their
personal information and all faculty.

Edit- A user with faculty role can edit hisher
specific personal information. Dean or HOD can only
edit faculty's persona information that is under
his’her coverage except user role type. Admin can
edit all information related to all faculties including
their user role type.

Search- User with Dean/HOD role can search the
content of database for the faculties who are under
his’her coverage. Admin can search all the faculties’
information in the database. Search feature works on
specific keywords showing faculty qualification,
skills and certification etc. For example, HOD wants
to find employees” who are well trained in “Java
Programming Language”. He/she will write the
specific keyword in the search bar and press the
available search button. Afterwards, he/she will find a
list of all the employees’ who know “Java
Programming”.

Update authentication- This feature can be used only
by admin role type. Admin can update the role type of
a specific user. For example, a faculty got promotion
and his role type will be changed from employee
Asst. Professor to Associate Professor or Professor.
Admin will be able to update this authentication
mechanism.

4. Leave Application/Approval

Leave application- The user can be able to fill in
leave application form in the appropriate fields.

Leave approval- The HOD and Principal can be able
to approve leave applications based on the reasons
stated, length of leave. Leave days accrued- The user
shall be able to check the number of leave days
accrued.

5. Recruitment
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Add new employee- Admin will be able to add a new
employee to the database. The new faculty will have
al the required personal information related to
him/her. The new created faculty will have an id.
Admin will assign a new role such as faculty, Dean,
HOD, HR, and admin to the new created user.

6. Report generation

Report generation- Admin shall be able to generate a
report in pdf format for each employee based on the
information in the database.

7. Project Management

Create project team: The HOD of department or
project manager shall be able to create a project and
come up with a project team.

Work Breakdown Structure (WBS): The HOD or
project manager shall be able to assign tasks to the
project team as well as monitor their progress.

8. Trainings and Task Management

Trainings: The HOD shall create trainings and assign
faculties that are required to attend the trainings as
well.

Tasks: HOD shall assign tasks to faculties in his/her
department.

9. Hardware requirements

FMS should be able to work on a computer with the
following minimum hardware specifications:

OS: Windows 7/8/10 and Linux

CPU: Intel i5 and above

RAM: 8 GB and above

Storage: 1TB of hard drive

Others: Network interface card, mouse, keyboard, and
monitor.

10. Software requirements

Since FMS application is a web-based application,
internet connection must be established. The FMS
software personal database model will support
Oraclellg environment as DBMS.

IV.IMPLEMENTATION

All users are presented with the same login
interface. User must login the system by means of
valid username/password combination. After access
is granted to the system, the admin can add a new
user to the system by entering the basic information
which are the full names and email address. The
admin also assigns the new user a role which will
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determine the access level. During the process of user
registration, the all users are issued with a unique
username and password combination. Seeing that the
system holds private employee information, the
admin has the ability to monitor all activity logs into
the system by date and time.

The newly added user logs into the system
with a default password which can later be changed to
amore secure password. All employees can edit basic
information such as newly acquired technical skills
and emergency contacts. Employees can apply for
leave by filling in a form as well as submitting an
attachment to support their leave request. The HOD
has the ability to view all employees under hig’her
department, assign a task and trainings. The HOD can
also create a project, add members to the project and
create a work breakdown structure. Being an
employee, the HOD can apply for leave as well as
check leave days accrued. Upon logging in to the
system, the HR manager gets natifications on the
leave applications submitted and has the ability to
approve or reject leave regquests as they are submitted.

Fig. 1: Main Login Window of FMS

The Admin carries out al employee tasks
which include the ability to view and edit basic
details, view pending tasks, projects and trainings.
The HR also has to the ability to generate employee
reportsin PDF format.

Fig. 2: User interface of FMS

1. Implementation of Oracle 11g Triggers

In Oracle 11g, a trigger is a set of SQL statements
that is invoked automatically when a change is made
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to the data on the associated table. A trigger can be
defined to be invoked either before or after the datais
changed by INSERT, UPDATE or DELETE
statements. MySQL alows you to define maximum
six trig BEFORE INSERT: Activated before data is
inserted into the table.

AFTER INSERT: Activated after datais inserted into
the table.

BEFORE UPDATE: Activated before data in the
tableis updated.

AFTER UPDATE: Activated after data in the table is
updated.

BEFORE DELETE: Activated before datais removed
from the table.

AFTER DELETE: Activated after data is removed
from the table.

Here we are adding the titles and setting them to an
applicable to whom.

When you use a statement that makes change to the
table but does not use INSERT, DELETE or
UPDATE statement, the trigger is not invoked. For
example, the TRUNCATE statement removes the
whole data of a table but does not invoke the trigger
associated with that table. There are some statements
that use the INSERT statement behind the scenes
such as REPLACE statement and LOAD DATA
statement.

V. RESULTS

All the manual work is replaced through this system
which will result into faster processing of data and
reduction of clerical mistakes. Ultimately employees
and students will be benefitted and there will be win-
win situation for all. The records of student can be
accessed by the Admin, HOD and Senior Leadership.
Here we are adding the titles and setting them to a
applicable to whom.

Fig. 3: Adding new faculty in FMS

Adding the grade of the employee.
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Fig. 4: Grade of the faculty

Experience can be added

Fig. 5: Experience type of the faculty

Creating the pay Commission of the faculty

Fig. 6: Pay commission for the faculty

Adding the Sanction post of the particular designation
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Fig. 7: Designation of the faculty

V1. CONCLUSION

The software product produced was fairly good,
it achieved most of the user requirements, the user
interface is good and is very easy to navigate, and
even novice users can find their way around the web
application easily. The client side validation is
excellent. The lack of integration with a payroll
system is the major drawback and the system was
also unable to generate structured reports i.e. reports
based on specific information the Human Resource is
interested in.
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Abstract— As on date, public premises authorities are
capturing videos using CCTV camera in terms of
image frames. This is to observe the behaviour of
human action. Public premise authorities are
collecting real time image frames to check real time
situation. If there is any suspicious activity happening in
these places, then targeted person is going to getin
touch with premise security authority for review the video
stream. Then, they will review the past video stream
manually. It might take few hours. In this time dlot,
the concern person who has done abnormal activity will
go out of current premises easily as they are having
manual control. It will be good if these abnormal activity
detection and analysis activity is automated in real time.
So that, it will be easy for premises security authority to
maintain appropriate securities. This paper is a result of
near investigation of concentrates drawn from writing
survey, completed to comprehend the suspicious action
recognition procedures utilized for identifying strange
human conduct, following deserted item, or unattended
things and so on., which prompted a broad examination
between different proposed techniques. The result of the
audit is displayed in type of different discoveries, which
incorporates procedures and techniques used to tackle
specific research issue, the extension for the future work
in the zone. his electronic document is a “live” template
and already

Keywords—Video Surveillance, Suspicious Activity,
Image

I. INTRODUCTION

In day to day life, human beings are carrying their
regular daily routine. They used to visit public
places such as airport, railway stations, bus
stations and government offices. There are so many
people are moving from source to destination or vice
versa. Some people are going from one station to
another and some are coming from other station to
source station. There can be rush present in public
places. In such cases, there might be chances of
abnormal or suspicious activities such as unattended
baggage detection, person running very fast by doing
some activity and terrorist attack happening to these
mentioned public places, Abnorma activity
detection and immediate action taken against it are
vital steps in such scenarios at public places. To
achieve objective of abnorma activity detection,
human action recognition is first step. This is
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defined as examination of real time ongoing
performance from video captured by CCTV camera.
This has gained a lot of consideration during the
earlier few decades. From photographic investigation
to human  computer interaction  systems,
understanding what the people are doing is a
necessary thread Recently, there are many algorithms
for activity recognition is available into the market.
Literature survey approaches for action recognition in
video sequences are summarized in Table |. and some
of which are quiet successful.

Model-based methods usually explained based on
human body following or pose decision to model the
changing aspects of person body parts for activity
recognition. On the other hand, appearance-based
methods are mainly relies on presence based features
for action recognition.

Both given approached are focused on the
classification work where activities of models are
typically made from shapes of low-level features and
directly attached with activities such as walking,
bending, standing, waving and boxing etc. Devel oper
can also give detailed information of those activities
in terms of certain high-level semantic concepts like
following, nearby etc. For instance, the activity of
clapping can be categorized as “arm motion only”
and/or “steady body with arm moving”. Other
activities can be “raise arms or put it down”,
standing, fast walking, running and cyclic motion.
The mixture of these high level semantic concepts
can be used to demonstrate human activity analysis.
Then the same conclusions can be used comparison
purpose and categorize human activities. Along with
activity identification and analysis, the next task is to
track the activity. These tracking phenomena are
quite useful in visual surveillance systems for
abnormal activity detection. Human tracking is
achieved to trace a individual along the video frame
sequence throughout the video. Then, resulting routes
of people are further processed by expert
investigation systems for examining human actions
and identifying possible abnormal situations.
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These days, there are various types of systems present
to detect human activity but these systems have
their own constraint and also not rea time. In a
investigation environment, the programmed detection
of abnormal activities can be used to real time alert to
related premises authority of potential abnormal
behavior such as automatic reporting of a person with
a bag loitering at an airport or station, person running
in indoor environment and person touching few
things from rack which are supposed to be. Similarly,
in entertaining backgrounds, the activity recognition
can recover the human computer interaction (HCI),
such as the programmed recognition of various
player’s activity during a cricket/tennis game. So that,
this can be used to create an avatar of player in the
machine to play cricket/tennis. The activity
recognition module can be used in recognizing
healing of patient health in health care system or
robot can be used to peform the tedious
activities.

Today’s technology contains various types of
algorithms but each method has its own limitation
which has been highlighted into literature survey
section. Most methods are working on common
human poses such as walking from left to right and
right to left. Some are recognizing activity such as
playing sports, doing different types of exercises. But
while detecting abnormal activity in crowded area,
these algorithms are not working that much efficient.
Because the existing agorithms are not robust
enough to work in real timei.e. is not able to process
frames with frame rate of 30 fps.

1. MOTIVATION

Looking at the existing situation in real day to day
life, every premise is covered with CCTV camera and
storing huge chunk of data in storage area. But,
abnormal activity happened then need to follow
tedious way to rectify the issue which is real time
activity

So considering the current threat, current market
inspired to work on security so that the real time
threats are reduced and security can be increased. The
methods reported are using background subtraction,
gaussian mixture model [1], optica flow, deep
learning networks [2],[3],[4],[5] but these algorithms
were unable to give appropriate results in past
because unavailability of huge real time data and high
end processors to process the data were unavailable.
Now, its better to create the algorithms which can
utilize current huge data for training and current high
end processors for processing. Thisisto get real time
output. Stage.

[1l. CHALLENGES

Different scales - Individuals may show up at
disparate scales in various recordings, however
can do asimilar activity.
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Development of the camera - The camera may be
steady or moving.

Movement with the camera - The individual
playing out an activity as can be seen in
Fig.1.1(i.e., skating) moving with the camera at a
comparable speed

Occlusions - Action may not be completely
unmistakable as can be seen in Fig.1l.2 eg.
crowded people.

Background “clutter”’- Different items/people
present in the video outline with incompletely
impeded

Human variation -
sizes/shapes.
Activity Variety-Different individuals perform
distinctive activities in various ways.

People are of various

Fig. 1 Camera moving with person

Fig.1.2 Crowded Scenario Discussion

Various solution approaches were used to
detect suspicious activities which mgjorly included
unattended or abandoned baggage, intrusion
detection. Loitering individuals etc. Semantic based
study of suspicious behavior stood out as robust
technology to conclude such experiments. Vision
based Cellular Model could fetch up to 98 % results
in object detection, but outputs varied as per
experimentation. No solution could provide 100%
accuracy results in event detection, which lays down
the scope for further research. Semantic analysis
along with vision based system though fetched 95%
results, but this solution could reduce occlusion issues
in overlapping objects cases, to considerable extent.

V. CONCLUSION

Suspicious Activity Detection included activities like
loitering individuals, unattended baggage, intrusion
detection, moving object detection etc. used
numerous technologies for detection of target. The
solution approaches based on employing timeliness
background differencing, and level motion masking,
and Vision based semantic analysis boasted of
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resolving occlusion problem with 95% accuracy
results. Usage of Si-Factor (Similarity Factor) could
detect intruders in high level noisy data. This review
reflects the significance of applications of Intelligent
Video surveillance, esp. in  Human fall
detection as it directly connects to the wellbeing
of society, taking care of unattended elder people at
home in life styles of major working population.
Suspicious activity detection also emerged out to be
of interest as by single system. Many applications can
be derived to serve security applications for benefit of
society. By a straight principle of moving object
detection, intrusion detection, loitering individuals,
unidentified objects etc. can be designed and
implemented. The exhaustive review could finally
lead to important and comparative findings in the area
of image recognition.
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Abstract—Technological advancements in low power
integrated circuits and wireless communications have
made it possible to use efficient, low cost, low power
small devices in remote sensing applications. This has
led to the feasibility of using a network of sensorsto be
used for the collection, processing, analysis and
distribution of important information, collected in a
wide variety of environments. Sensor nodesin a wireless
sensor network transmit data in single or multi-hop to a
central node called the base station. A very important
issue in wireless sensor networksis the scarcity of power
and hence optimal use of available power is of prime
importance. It is seen that in any sensor node, switching
from idle to busy state and vice versa takes up a major
portion of the power. We study and analyze a technique
that aims to reduce the number of these in order to
reduce the consumption of power. In this technique the
radio of the sensor node is switched on only when the
number of packetsin a queue exceed a certain threshold
as opposed to the general tendency of transmitting a
packet as soon as it is available for transmission. This
however introduces delay in the processing of the
packets. We analyze the performance of this system with
respect to the power consumption and mean waiting
time. The simulations performed show that the
simulation results are close to thetheoretical results
thus indicating the validity of the technique studied.

Keywords—Wireless Sensor Network; Queuing Theory;

l. INTRODUCTION
A WSN comprises of a large number of sensor
nodes that are typically distributed over a wide area.
The WSN also comprises of a node that acts as an
information collector and is referred to as the sink
node. These sensor nodes usualy consist of a
sensing unit, a battery and a radio. In typical
deployment scenarios, the sensor nodes may be
deployed in remote, unattended, and hostile
environment in large numbers. In some applications,
the physical size of a sensor node is kept as small as
possible for stealthy missions and cost cutting. In
most cases, sensor nodes in WSN are fitted with
non-rechargeable batteries and have a limited
lifetime. It may be difficult to recharge or replace
their batteries due to their remote or hostile
locations. This fact gives rise to major design issues
for WSN, which is to reduce power consumption
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and to increase the lifetime of sensor nodes as much
aspossible [1][2].

Data packets usualy originate at the sensor
nodes as a result of its sensing activities.
Moreover the sensor aso behaves as a router to
route the packets that arrive from other nodes. The
data that are generated at the sensor nodes as well

as the ones routed by the nodes must all reach a
sink node in sensor network. The traffic in a
wireless sensor network usually has a many-to-one
pattern, where nodes that are located nearer to the
sink bear a heavy burden of the traffic. Asaresult, it
is seen that the nodes around the sink would
consume their energy much faster, leading to the
eventual death of the node. This problem is known
as the energy-hole problem [3]. If an energy hole
appears, then packets cannot be delivered to the sink
anymore. The longevity of a WSN entirely depends
on the life of sensor nodes that are closer to the sink
of the WSN. As described in [4], there are four main
sources of power consumption: collision,
overhearing, control packet overhead, and idle
listening.

Overhearing and idle listening use power by
keeping the radio receiver in an ON state without
actually getting any useful information. However,
compared with the other three types of power
consumption for a generic node, packet collisions
lead to energy waste which is much more. Medium
contention in a contention-based protocol is one of
the main reasons of packet collisions among sensor
nodes. Shih et a [5] have demonstrated that power
consumption is very high in case of the radio
transmitter switching from one mode to anocther.
Here, we study an approach to alleviate total average
times of both medium contention and mode
switching of radio receiver [3]. The approach
discussed here is based on N-policy M/M/1 queuing
model.

The nodes located near the sink of the WSN use
more energy than other nodes because of the larger
forwarding burden. This would lead to a faster
depletion of the battery and eventually to the
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failure of the WSN. From the angle of queuing
theory, the larger forwarding burden implies that the
average arrival rate of packets at the nodes closer to
the sink is higher than that of nodes farther away
from the sink. To aleviate this problem, an optimal
N criterion is adopted for a queue based scheme. A
gueue threshold, N, is specified which would imply
that the node will wake up only after the node’s
buffer has at least N packets and the node switches
back to idle state when there are no packets to be
transmitted, in other words, the buffer becomes
empty. In this scheme, when the node buffer is filled
with N packets, the sensor node triggers its
transmitter and starts transmitting the packets in the
buffer in a burst. The optimal threshold value (N*)
of N at which the sensor nodes use the least power is
also determined.

In this paper, we present the mathematical
expressions for the queue based approach and aso
data ssimulations with MATLAB tool are conducted
on optimal queued values for mitigating power
consumption. We also have conducted simulation of
the queue based approach using MATLAB and the
results are presented here that confirm the power
saving achieved by the queue based scheme.

The rest of the paper is organized as follows: In
section 1, we present the system model. In section
111, we discuss the mathematical preliminaries and
provide numerical expressions for the average power
consumption of a sensor node and the optimum
value of N. We provide the values of various
parameters used for evaluating the power
consumption and also discuss the simulation of the
system model in section I11. We discuss the results
of evaluation and simulation in Section IV. In
section V, we provide the conclusion of our work.

Il. SYSTEM MODEL

Here the operation of radio server in an N-policy
M/M/1 queuing process under steady-state conditions
is studied. The sensor node turns the transmission of
radio on at a packet’s arrival and off at service
completion epochs. We have made an assumption
that packets arrive at a node following a Poisson
process with mean arrival rate A. The radio service
times follow an exponential distribution and has a
mean 1/u. A scheme is studied in which a sensor
node switches to busy date i.e. starts its radio
transmitter when the node’s buffer is filled at least
with number of packets equal to the threshold (N) and
the node switches to the idle state when there are no
packets to be transmitted remaining in the buffer.
Such switching actions between idle state and busy
state and vice versa are referred to as transitions.
Since the main aim is to minimize the power
consumption of individua sensor nodes by
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reducing the number of transitions, we study the
behavior of a single sensor node when this scheme is
implemented.

Let’s first have a look at the mathematical
preliminaries for the N-policy Markovian queuing
system [6]. The analytic steady state results are
presented for a single sensor node. For our analytical
model, the following notations are used.

n Number of packets in the sensor node’s buffer
N Threshold number of packets
A Mean arrival rate per node

1/u  Mean servicetime
PI (n) Probability that the sensor is in idle state
when

there are ‘n’ packets

PB (n)  Probability that the sensor is in busy state
when

there are ‘n’ packets

Pl Steady state probability that the sensor isin
idle state

PB Steady state probability that the sensor isin
busy state

L Mean number of packets in the sensor node’s
buffer

The date-transition-rate diagram for the N-policy
M/M/1 queuing system is shown in Fig.l. InFig.1,
there are two chains of horizontal circles associated
with the state of the radio server. The upper and
lower chains represent the idle state and the busy
state of the radio server, respectively. Each circle
with number in it denotes that the number of data
packets queued in the sensor node for that state.

Fig. 1. State-transition diagrams for the N-policy
M/M/1 queuing [3]

The value A is the mean arrival rate of data packets
into the sensor node, and the value P is the mean
service rate of radio server. The steady-state
equations for Pl (n) and PB (n) are asfollows:

The probability generating function (PGF) may be
used to obtain analytic solution Pl (0) since solving
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(1) - (6) using a recursive method is difficult. The
solution of PI (0) is[3]

The expressions for Pl and PB are given by [1]

For N policy M/M/1 queuing model, the steady-state
probability that the radio server is busy is equal to p
which is termed as “traffic intensity” or “utilization”
of the system in a generic sensor node.

The expected number of data packets in a one-node
system under N-policy is denoted by LN. The
expression for LN are given by [3]

Depending on the threshold value, the sensor
node switches from idle to busy state and from busy
dtate to idle state in a single busy cycle and hence a
busy cycle congtitutes two transitions. The sensor
node, during its scheduled period of active time
undergoes many such cycles. The expected length
of the idle period, the busy period and the busy cycle,
are denoted by E [IN], E [BN], and E [TN],
respectively. Since the busy cycle is the sum of the
idle period and the busy period, we obtain E[TN] = E
[IN] + E [BN].The mathematical expressions of E
[BN], and E [TN] are asfollows[3]

To determine the average power consumption of a
sensor node, we consider the following parameters
responsible for power consumption in a sensor node:

CB = Power consumption during busy cycle in watts
CT = Power consumption during transitions/cycle in
watts

CH = holding power for each data packet present in
the system

Cid = power consumption for keeping the server in
idle period

P (N) = Average power consumption/unit time in
watts/sec

The average power consumption isgiven as[3]

The optimal threshold value (N*) of N based on
equation (13) is determined by differentiating
equation (13) with respect to N and equating it to 0.
The value of N for which the sensor node consumes
minimum power and it is given by [3]

The mean waiting time of the packets in the queue
(Wq) isgiven by

The simulation has been run for 10 simulation hours.
Simulations results are obtained by varying the
threshold number of packets to determine average
power consumption per node in a network.

[I. ANALYSIS
50

AND SIMULATION
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A. Analysis

To show the effectiveness of the approach shown
above, the expressions in equation (13) and (15) were
evaluated. The Power Consumption expression in
(13) has been evaluated by assuming different values
mean arrival rate (A) and the radio service times (1/p).
All data simulations have been carried out with
MATLAB 7.12.0 (R2011a) on Intel Core i3-4030U
CPU (1.9 GHz, 4GB RAM). We have written
MATLAB scripts to evaluate the discussed power-
saving scheme. These evaluations are compared
with ordinary M/M/1 queuing case with the queuing
threshold value set to 1, i.e. N = 1. We have assumed
the following parameters for the evaluation of the
Power consumption in equation (13) [3].

Mean arrival rate (mar) of packets: A (range from 1.0
to 5.0) Mean service rate: p=10

Power consumption elements: CT =20, CH =2, CB =
20,Cid=4

B. Simulation

We perform the simulation for a WSN using
the parameters as in [7][8][9]. Here we have
simulated the power consumption for a single node of
a WSN by assuming that the packets arrive with
mean arrival rate (A) and the radio service times
follow an exponentia distribution with mean 1/p. We
have assumed that the node has a buffer that can hold
up to 50 packets which is more than sufficient for
a maximum threshold value of 20. The packets that
arrive at the node are held in the buffer and are not
transmitted immediately, instead they are stored in
the buffer. When the number of packets in the buffer
reach the threshold N, the radio is turned on to
transmit all the packets in the queue in burst
mode. This simulation is performed for different
values of the queue threshold N. The following
values of simulation parameters have been
considered.

Mean arrival rate (mar) of packets: A (range from 1.0
to 5.0) Mean service time: u=10

Threshold number of packets N: 1 to 20

Power Consumption in transmit mode: 81 mW Power
Consumption in Receive/ldle mode: 30 mW Power
Consumption in Sleep mode: 0.003 mW

The simulation has been run for 10 simulation hours.
Simulations results are obtained by varying the
threshold number of packets to determine average
power consumption per node in a network.

IV.RESULTS

In this section, we present the analysis and simulation
results. In the first part, the expressions in equation
(13) and (15) were evauated. The Power
Consumption expression in (13) has been evauated
by assuming different values mean arrival rate (A) and
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the radio service times (1/pu). We study the effect of
varying the mean arrival rate (from 1.0 to 5.0) and
obtain the corresponding power consumption while
keeping other parameters the same. The results are
shown in figure 2 with mar (A) set from 1.0 to 5.0.

T T T T T T T 13 T
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Fig. 2. Power Consumption (A: 1-5)

The location of optimal N vaue (i.e., the bottom
point of each curve) which corresponds to the lowest
power consumption, shifts right accordingly as the
mean arrival rate (mar) is increased gradually. For
mean arrival rates A = [1.0,

2.0, 3.0, 4.0, 5.0], the optimal values of N are[4, 6, 6,
7,7)

respectively.

The mean waiting time (delay) of the packets waiting
in the buffer is also calculated using equation (15) by
varying the values of mean arrival rates (A\) and the
gueue threshold (N) using equation (15). Fig. 3
shows the mean waiting time plotted against the mean
arrival rate (A) of the packets by considering different
values of queue threshold (N). The results are
shown in figure 3 with mar (A) set from 1.0 to 5.0.
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Fig. 3. Mean arrival rate / node vs Average delay
(sec)

Since the mean delay of the system is directly
proportional

3. The mean delay decreases as the mean arrival rate
increases. This is due to the fact that the increase in
the arrival rate leads to the faster filling of the queue
buffer and hence leading to shorter waiting times.
From Fig. 2 and Fig. 3, it is also observed that
there exists a trade-off between the data delay and the
average power consumption with respect to the value
of N.

In this section, we present the results of simulation.
We have computed the power consumption for a
single node of a WSN by assuming that the packets
arrive with mean arrival rate (A) and the radio service
times follow an exponential distribution with mean
1/u. The simulation has been run for 10 simulation
hours. Simulations results are obtained by
varying the threshold number of packets to
determine average power consumption per node in a
network. The results are shown in Fig. 4 with mar (A)
set from 1.0 to 5.0.
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Fig. 4. Average Power Consumption (A: 1-5)

It can be seen that the power consumption pattern
obtained as a result of the simulation is similar to the
one illustrated in Fig. 2. It is also seen that the
optimal N value (i.e., the bottom point of each curve)
which corresponds to the lowest power consumption,
shifts right accordingly as the mean arrival rate (mar)
is increased gradually. For mean arrival rates A = [1.0,
2.0, 3.0, 4.0, 5.0], the optimal values of N are[4, 5, 6,
7, 8]

respectively.

The mean waiting time (delay) of the packets waiting
in the buffer is also simulated by varying the values
of mean arrival rates (A) and the queue threshold (N).
Fig. 4 shows the mean waiting time plotted against
the mean arrival rate (A) of the packets by considering
different values of queue threshold (N). The results
are shown in figure 5.4 with mar (A) set from 1.0 to
5.0.
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Fig. 5. Mean arrival rate / node vs Average delay
(sec)

V. CONCLUSION

In this work, we have analyzed a scheme by which
the power consumption of a single node in the WSN
is reduced by setting a threshold for the number of
packets in the buffer before the node can transmit all
the packets in the buffer in a burst. This leads to a
reduction in the number of transitions of the sensor
node during its scheduled period of active time. Since
the mean delay of the system is directly proportional
to N, the delay increases as N increases. The
mean delay decreases as the mean arriva rate
increases. This is due to the fact that the increase in
the arrival rate leads to the faster filling of the queue
buffer and hence leading to shorter waiting times. We
have also simulated a model of a wireless sensor
network

and evaluated the system performance in terms of
power consumption and determined the power
consumption improvement with the implementation
of the N-policy. We have also indicated the optimal
value of N by both analysis and simulation. The
results show that the average power consumption can
be reduced to a large extent by selecting an optimum
threshold value (N). The simulation of mean delay
experienced at a node is comparable to the theoretical
results. The simulation results compare with the
analytical results to a great extent under different
scenarios in which we have varied the mean arrival
rate (A) of the packets thus indicating that the scheme
studied is effective and can be implemented in a
practical scenario.
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Abstract: The STBC based OFDM is used to identify the
BER for different Quadrature Amplitude modulation based
on space time block coded Orthogonal Frequency Division
multiplexing over an AWGN and Reyleigh multipath fading
chdnnel. The comparison done with different modulation
technique 4QAM,16QAM,64QAM and 128 QAM.The
simulation result shown in fig 3,4,5 and 6.

Keyword : OFDM, STBC and QAM different modulation
technique.

|. Introduction

The main aim of wireless communication technique
is high data rate with high speed and simple
decoding and low complexity at receiver STBC
OFDM combine the features of simple linear
decoding and less complexity at receiver. most
communication systems employ it. The STBC OFDM
system used Alamouti Codeword transmitted through
adjacent OFDM symbols over the same OFDM
subcarrier so that data is coded through the space and
time to improve the data rate and reliability of
transmission

The main aim of this article is to assess the behavior
of the STBC-OFDM system under the effect of
AWGN and multipath Rayleigh fading channel
utilizing different modulation techniques like 4-QAM
16-QAM, and 64-QAM and 128-QAM . The STBC-
OFDM system is accomplished by applying
Alamouti’s algorithm with  (2x2) multiple input
multiple output antennas.

Space time block code (STBC)

The very first and well-known STBC is the
Alamouti code, which is a complex orthogonal
space-time code specialized for the case of two
transmit antennas . In this section, we first consider
the Alamouti space-time coding technique and
then, We go to STBC based OFDM coding .

Alamouti space-time code

A complex orthogonal space-time block code for
two transmit antennas was developed by Alamouti.
In the Alamouti encoder, two consecutive symbols
X, and x, are encoded with the following space-
time codeword matrix:
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Alamouti encoded signal is transmitted from the two
transmit antennas over two symbol periods. During
the first symbol period, two symbols x1 and x2 are
simultaneously transmitted from the two transmit
antennas. During the second symbol period, these

symbols are transmitted again, where X" is

transmitted from the first transmit antenna and x”
transmitted from the second transmit
antenna.simultaneoudly transmitted from the two
transmit antennas. During the second symbol period,

these symbols are transmitted again, where X" is

transmitted from the first transmit antenna and x~
transmitted from the second transmit antenna.

L R 4 | w
— I Aldincun 2icodel o g A e
L] AP e et

Fig. 1 - Alamouti encoder
Il. STBC-OFDM SYSTEM MODEL

The block diagram of the STBC-OFDM system with
(2x2) multiple input multiple output antennas is
depicted in Fig. At the transmitter side, the input
binary information will be divided in to several lower
rate sequences via Serial-to-Parallel (S/P) convertor.
These lower rate sequences are mapping using M-
QAM modulation technique. After that, the Alamouti
space-time block encoder takes two sequential
OFDM symbols, which are in this case X1 and X2,
and creates an encoding matrix X where the symbol
X1 and X2 are planned to be transmitted over two
transmit antennas in two sequential transmit time
dots. The Alamouti encoding matrix is as follows:

The equation can be explained as follows: At a given
symbol period (t), the X1 is transmitted from the first
antenna (Tx1) and the X2 is transmitted from the
second antenna (Tx2). During the next symbol period
(t+T), -X2* is transmitted from Tx1, and X1* is
transmitted from antenna Tx2. * denotes to complex
conjugate process.

After that , the Nf-point of Inverse Framelet
Transform (IFT) is provide to the signals to achieve
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the orthogonality between subcarriers. In order to
reduce the interference between the adjacent
carriers’s, several zeros will be inserted in the IFT
bins. Finally, the paralel data are passed through
Parallel-to- Serial (P/S) converter and transmit to the
receiver side over the wireless fading channel. The
envelope of the fading channel is assumed to be
steady over the two consecutive time slots.

Y 11 =huixg +hioXo +211
Y 12= - huaXo* +hioXe* +z12
Y 21 =ha1Xg +hooXo +221
Y 22= - huaXo* +hooXe* +222

In the above equations, Y11 and Yy, are the received
signals at time t and t+T, respectively. x; and x, are
the transmitted signals, h1l , h12 , h21 and h22
represent the channel impulse responses for Tx; and
Txo, respectively, while Zi1 Z12,Z1 and Zxare the
AWGN at timest and t +T, respectively.

At the receiver side the reverse steps of the
transmitter processes are employed, an S/P
conversion is established and Nf-point FT is
performed to achieve the multicarrier demodulation.
After that, the output signals of the FT, are passed to
the combiner as we gate X1 and X, where Hi and H,
are the estimated channel frequency response. To find
the best likely transmitted symbols, the Maximum
Likelihood Detector (MLD) will be applied as shown
in
dis(Xr,Xi) < (Xr ,Xj)

In the above equation, the dist (A, B) represents to the
Euclidean distance between A and B, using
Euclidean distance we calculate the Bit error rate for
different modulation technique. M-QAM de-mapping
technique is performed to recover the original data,
which are converted to the serial form via P/S
convertor. Then the BER evaluated for various values
of energy per bit to noise power spectral density ratio
(Eb/ No).

Fig 2. STBC-OFDM System with(2 x2) multiple input multiple
output antennas
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AWGN Channel
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Bit Error Rate
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& & S & &
O T 1T T 111 T 11T T 1T TIH 1T 1%

15 25
Eb/No in dB

Fig 3 STBC-OFDM System with(2 x2) multiple input multiple
output antennas for 128QAM

W 3
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Fig 4 STBC-OFDM System with(2 x2) multiple input multiple
output antennas for 64QAM
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Fig 5 STBC-OFDM System with(2 x2) multiple input multiple
output antennas for 16QAM
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Fig 6. STBC-OFDM System with(2 x2) multiple input multiple
output antennas for 4QAM

(1. SIMULATION RESULTS

This section compare the performance of different
modulation technique and find the BER for different
modul ation technique .the result shown in graph is for
M ay QASK (M=4,16,64,128 ) under different
channedl models AWGN and multipath Rayleigh
fading .Figs. (3, 4, 5 and 6) depict the BER
performance of STBC OFDM system using M-QAM
of 4, 16, 64 and 128 constellation points respectively,
under AWGN channel and multipath Rayleigh fading
[11].

IV. CONCLUSION

In this paper, the performance comparision of STBC-
OFDM system using M-QAM modulation techniques
with various numbers of constellation points was
investigated. The performance of system was
simulated and compared under AWDN and multipath
rayleigh fading channel.
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Abstract- Ethernet for Control Automation Technology
(EtherCAT) - is an open source, relatively high-speed
Fiddbus system based on Ethernet basics. The
motivation for Ether CAT development was to improve
Ethernet capabilities so that it can be applied to
automation applications which require real-time
operations and low component costs. This paper
presents the performance analysis in light of its
performance time and timing jitter of a PC-based real-
time Ether CAT Master using the fully pre-emptive RT
Linux kernel and also a proposed solution for
implementation of a standalone EtherCAT Slave
Module.

Keywords - EtherCAT, Fieldbus, realtime bus,

automation.

| Introduction

Nowadays, the popularity of Ethernet based field bus
system as the standard for communication in the
fields of automation and control technology is
radically increasing worldwide[1], [2]. Ethernet has
aready established itself as a command-level
technology for both factory networking and inter-
control communication. After adaptation of the Field
bus standard Ethernet-based network simplifies,
thoroughly reduces wires, and makes maintenance
and debugging of the overall system as convenient as
possible[1], [2]. Moreover, the move towards
Ethernet as the basic communication platform is also
based on the excellent price over performance
relationship of the technology. However, Ethernet is
not optimized to send relatively short messages and
also requires microprocessors/microcontrollers at
every node that entirely sows down the whole
system. In comparison with other field buses, it could
not achieve typical automation requirements
regarding performance and being deterministic at
higher data-rates. Some applications require real-time
performance that is vital in controlling intelligent and
dynamic systems. Real-time Ethernet protocols have
been developed to ensure determinism over standard
Ethernet such as EtherNet/IP, PROFINET, and
EtherCAT. EtherCAT (Ethernet for Control
Automation) is a RT (Real Time) Ethernet protocol
that is gaining popularity in factory automation and
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process control systems [3], [4]. It offers various
appealing features such as higher performance usage
of the Ethernet bandwidth for data transfers, more
flexible topology and lower costs compared to the
other Ethernet Field bus technologies. At present, the
most generic EtherCAT system uses a structured
environment that provides top quality, high
performance, and technical support on high-end
hardware system [1]. In addition to this, another
important factor is the cost of acquisition and
maintenance where a single unit can be considered
expensive, bulky, and not fully optimized for its
purpose.

1. BASIC PRINCIPLE OF ETHERCAT

EtherCAT is a highly flexible Ethernet network
protocol that is developing rapidly and growing at an
even faster clip. A unique principle caled
“processing on the fly” specific to EtherCAT gives it
a handful of advantages [1]. Because EtherCAT
messages are passed before being processed in each
node, EtherCAT operates at a high speed and
efficiency. The process also creates flexibility in
topology and provides incredible synchronization.
Outside of the advantages gained from “processing
on the fly,” EtherCAT benefits from its simple
infrastructure. EtherCAT includes, among other
things, a safety protocol and multiple device profiles.
EtherCAT also benefits from a strong users group.
The combination of such benefits means that
EtherCAT is poised for continues growth. The
fundamental principle of EtherCAT is pass-through
reading. Pass-through reading means that messages
are not dedicated for a single node and consumed by
that node[1]. Instead, the messages are transmitted to
the following node in a string format as they are
processed. Input datato a node is read as the message
is processed and output data is inserted in the
message to the next node. A single message is issued
by the EtherCAT Master with data for all nodes. As
the message is transmitted around the ring and back
towards the Master, each node reads its inputs and
concatenates its outputs to the message frame. When
the messages arrive back at the EtherCAT Master
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every node in the network has received a new input
data from the Master and returned a new output data
to the Master. Without the deficiency of small
payloads or messages targeted to specific nodes, an
EtherCAT network can achieve maximum bandwidth
utilization. An EtherCAT network can be compared
to a railway where each station can off-load and re-
load packages at every station while the train moves
through the station. EtherCAT uses the standard |EEE
802.3 physical layer [2]. No specid hardware is
required to implement an EtherCAT network.
External switches are not used in an EtherCAT
network. Instead, each EtherCAT device embeds a
switch. Each device has two RJ45 ports. One RM5 is
connected to the previous node in the network, which
acts as the input and one is connected to the next
node, which acts as the output [1], [2 Somewhat
unique trait to EtherCAT is the concept of self-
terminating networks. Any node that does not detect
the next node in the channel automatically terminates
the network at that point. Terminating nodes copy
messages from the Master's transmit path to the
Masters receive path, that is they ssimple echo it
across its input-output port [1], [3]. EtherCAT
networks can be wired in aring if the Master has two
Ethernet ports. Networks wired in a ring provide a
measure of redundancy. If the Cable breaks anywhere
in the ring are closed by the ports upstream and
downstream of the break. The Master can detect the
break and send messages out to both of the new sub-
segments.

1. IMPLEMENTATION OF
MASTER

ETHERCAT

The EtherCAT Master minimal systems requires an
embedded platform for deployment of the EtherCAT
software on a supported OS [5]. Fig. 1 shows the
specification of the PC system used for
implementation of the EtherCAT Master.

Fig. 1. Hardware Specification of Master System

The EtherCAT Master requires Real-Time computing
for clock synchronization so the RT 4.9.0 patch was
used with the Linux OS [5], [6]. Open Source kernel
module, EtherLAB was used to make all the systems
work in harmony. EtherLAB works as a Real Time
kernel module attached to the open source operating
system Linux communicating with peripheral devices
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by a specia Ethernet technology, known as
EtherCAT [6]. Using the IgH Master, the Linux PC
can act as the EtherCAT master [6], [7], [8]. The next
guestion which arises is why integrate the EtherCAT
master into a Linux Kernel. This question can be
answered based on the two answers as stated below: -
Kernel code has sdignificantly better real-time
characteristics, i.e. less latency than user-space code.
Cyclic work is usualy triggered by timer interrupts
inside the kernel. The execution delay of a function
that processes timer interrupts is less when it resides
in kernel-space because there is no need for time-
consuming context switches to a user-space process.
The master code has to directly communicate
with the Ethernet hardware. This has to be done in
the kernel through network device drivers), which is
one more reason for the master code being in kernel-
space. Fig. 2. gives a general overview of the master
architecture.

Fig. 2. Overview of Master Architecture

The master environment comprises of three basic
components:  “Master Module”, the “Device
Interface” and the “Application Interface”[6]. Master
Modules- Kernel module containing one or more
EtherCAT master instances. Device Modules--
EtherCATcapable Ethernet device driver modules
that offer their devices to the EtherCAT master via
the device interface. These modified network drivers
are capable of handling network devices used for
EtherCAT operation and normal Ethernet devices in
paralel. A master can then authenticate a certain
device and then is able to send and receive EtherCAT
frames. Application-- A program that uses the
EtherCAT master (usually for the  cyclic
exchange of process data with EtherCAT
daves). These programs are not part of the
EtherCAT master code but have to be generated or
written by the user. An application can request a
master through the application interface. If this
succeeds, it has control over the master: It can



Design And Deployment Of Ethernet Master And Performance Evaluation

provide a bus configuration and aso exchange
process data.

A. Master Phases

Every EtherCAT master provided by the master
module runs through several phases namely
“Orphaned Phase”, ”ldle Phase” and “Operation
Phase. Orphaned phase- This mode takes effect when
the master still waits for its Ethernet device(s) to
connect. No bus communication is possible until
then. Idle phase- This mode takes effect when the
master has accepted all required Ethernet devices but
is not requested by any application yet. The master
runs its state machine that automatically scans the bus
for any dave devices and executes pending
operations from the user-space interface if any. The
command-line tool can be used to access the bus, but
there is no process data exchange because of the
missing bus configuration. Operation phase- The
master is requested by an application that can provide
abus configuration and exchange process data.

Fig. 4. Master Phases and Transitions

B. Master Configuration

The bus configuration is supplied via the application
interface. Fig. 3 gives an overview of the objects that
can be configured by the application.

C. Slave Configuration

The application has to tell the master about the
expected bus topology. This can be done by creating
a "dave configurations' file. A slave configuration
can be seen as an expected dave. When a dave
configuration is created, the application provides the
bus position, vendor id, and product code. When the
bus configuration is applied, the master checks, if
there is a slave with the given vendor id and product
code at the given position. If this condition is
satisfied, the slave configuration is “attached” to the
real dave on the bus and the slave is configured
according to the settings provided by the application.
The state of a slave configuration can be queried by
either using the application interface or via the
command line tool.
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Fig.3. Master Configuration
D. Cyclic Operation

To enter the cyclic operation mode, the master has to
be "activated" to calculate the process data image and
apply the bus configuration for the first time. After
activation, the application is in charge to send and
receive frames. The configuration cannot be changed
after activation .Shown below in Fig.4 is the pseudo-
code for the cyclic task function for the experiment to
be conducted.

Creare Cvotic Taskiset perioa of the fasg)
wihwles )
el st limes
CONECT aara fom sinve
racars Jorn ond punalce coninayids,
serned cormeonnrnele ik {n vionie;
sieer v FenuTiniile period,
clev - Tl i 18
cerbindents fosn;

etigl

Fig. 4. Pseudo-code of Master Cyclic task

IV. IMPLEMENTATION OF THE ETHERCAT
SLAVE MODULE

The ESM (EtherCAT Slave Module) hardware
design can be divided into three parts: physical layer
interfaces, data link layer ESC (EtherCAT Slave
Controller) circuit and the application layer
microprocessor control circuit [10]. The physical
layer hardware includes the MIlI (RJ-45) interface.
The data link layer hardware design includes
EEPROM circuit, clock source circuit and LAN9252
(ESC) [10],[11]. The application layer hardware
design includes STM32F103 microcontroller
minimum  system, input/output circuit, ESD
(Electrostatic Discharge) protection, and clock/timing
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circuit [10], [12]. The overall hardware structure of
the ESM moduleisas below in Fig.5.

Fig. 5. Hardware Structure of the EtherCAT Slave
Module

Software designs for communication and application
of the ESM consist of two parts. They are XML
(Extensible Markup Language) configuration files,
which describes the ESM slave module and drive
program files for the ESM dlave module [10].There
are two problems which are seen when configuring an
ESM device. The first one is the design of XML file.
In order to identify ESM module hardware that
connected to the master station, it is necessary to
describe the system hardware and configure the
corresponding register. The device description file of
the EtherCAT system is generated by the XML file
format. It is generated anayticaly by the
configuration tool offline, and then, online loaded by
EtherCAT master. Configuration tool converts device
description file into a binary file and updates to
EEPROM of the dave. -Another difficulty is the
design of the application layer program. It is to edit
the program downloaded to Microcontroller, which is
for network process data reading and writing in the
data link layer, dave controller managing, state
machine processing, and the distribution clock.

V. EXPERIMENT AND RESULTS

For this study, we constructed an EtherCAT system
with the controller based on the embedded EtherCAT
Master discussed in the previous section, a dave
operated using the CANopen protocol. The
complexities associated with the XML
configuration file and its setup made us look for an
aternative [10]. A similar ESM hardware developed
for Arduino by AB&T Technologies was used.
The EasyCAT shield which alows an Arduino board
to be used as an ESM is shown in Fig.6[13]. The
EasyCAT Shield uses the 3x2 SPI(Serial Peripheral
Interface) connector to communicate with the
microcontroller. This connector is standard on all the
Arduino boards. The Shield EasyCAT alows
exchanging on the bus EtherCAT 32 byte in input and
32 bytes in output, configurable up to 128 bytes. The

communication is totally managed in Hardware and
the exchange of data with the sketch Arduino is
made through a library furnished with the EasyCAT
together with the file XML  EtherCAT
Configuration File (ESI-EtherCAT Slave
Information)

Fig 6. EasyCAT Shield + Arduino UNO

The Master was configured on the hardware setup as
specified in Fig.1, to establish a link connection with
asingle Slave and on successful target identification,
the Master was suspended to perform its cyclic task
wherein an RT-Thread was allocated to the Master
which used to cyclicaly transfer data. The Master
thread was also allotted an isolated core for optimum
performance. Also, the task thread was given the
highest priority along with the core affinity set to the
isolated core.

Fig. 7.a. Histogram for a cyclic task of 10ms

Fig. 7.b. Histogram for a cyclic task of 5ms
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Fig. 7.c. Histogram for a cyclic task of 1ms

Fig. 7.d. Histogram for acyclic task of 500us

The experiment is performed for varying expected
cycle periods of cyclic task as shown by the
distribution plot in Fig7. For each task with an
expected cycle time of 10 ms, 5 ms, 1ms, and 0.5 ms
respectively, test metrics for jitter in the cyclic tasks
were collected. Each set of experiment was
performed for one minute each and the samples were
stored in bins of different spans and histograms for
the set was plotted. As seen by the experiment results,
the average actual period in al expected cycle time
was able to meet the corresponding target. The
highest average jitter is found in the task running at
0.5 ms expected cycle. Based on the results the most
optimized period for EtherCAT cyclic task on the
existing hardware islms. Moreover, the experiment
was operated using the generic driver that comes with
the IgH EtherCAT Master in user space. The lesser
end-to-end delay could be accomplished if a native
driver isimplemented.

V1. CONCLUSION

In this paper, an EtherCAT Master was implemented
on a PC based upon a Pentium 4-core processor.
Performance analysis was conducted on the system in
terms of periodicity and jitter. The open-source
EtherCAT Master, IgH Master was used in the Linux
environment with a Pre-Emptive RT stack loaded on
the kernel. Using the developed master, experiments
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were conducted in various expected cycle time to test
its performance with a single dave. For the existing
Master hardware best performance at higher speeds
was seen at 1ms period which had less jitter, also the
master hardware had several drawbacks which
required for us to isolate certain coresfor asingle
task. System Priorities on such devices add up to the
total latency in the system thereby decreasing the
performance. In our future research, we will extend
our anaysis by developing hardware specificaly
designed to implement the master device. The
hardware will be developed around an embedded
board which supports embedded Linux.
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Abstract - Embedded system is an electronic system which is
designed to perform one or limited set of functions using
hardware and software. embedded systems are present
everywhere right form mobile phones, smart cards to
biometric systems. Embedded C is the programming
language currently being used for embedded systems.
Pyhton has emerged as the new programming language for
embedded systems due to its advantages such as writability,
error reduction, and readability. All Python releases are
open source and freely usable and distributable, even for
commercial projects. In this paper we have designed a
embedded system with Python.

Keywords —Embedded System, Python, Raspberry Pi

|. INTRODUCTION

Anembedded systemis one kind of a computer
system mainly designed to perform several tasks like to
access, process, store and also control the data in various
electronics-based systems. In a simplest and most general
form, an embedded system consists of a processor,
sensors, actuators and memory. The idea is that any
application should be able to provide solution to a real-
world problem, for which some data is definitely to be rad
in. For this, sensors are needed. This data is processed by
the processor and the result of it is given to actuators
which perform appropriate actions. Fregquently, an
embedded system is a component within some larger
system. For example, modern cars and trucks contain
many embedded systems.
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Fig. 1. (A) Basic embedded software diagram and (B) a more complex
embedded software diagram

Programming Languages for Embedded Systems:
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C/C++ According to a 2016 survey by IEEE
Spectrum, C and C++ took the top two spots for being
the most popular and used programming languages in
embedded systems. ...

Rust. Just as C++isto C, Rust isto C++. ...

Python. ...
VHDL and Verilog. ...

Online Resources.

One of thefew constants across most embedded
systems is the use of the C programming language.
More than any other, C has become the language of
embedded programmers. This has not always been the
case, and it will not continue to be so forever. However,
at thistime, C is the closest thing there is to a standard
in the embedded world. The C programming language
has plenty of advantages. It is small and fairly smple to
learn, compilers are available for amost every
processor in use today, and there is a very large body of
experienced C programmers. In addition, C has the
benefit of processor-independence. Of course, C is not
the only language used by embedded programmers.
Where as Python is a genera purpose, multi-
programming paradigm language which focuses on
readability and writability, eliminating as much
unnecessary writing as possible for straightforward
code.

Out of the box, Python might not be as useful for
embedded programming as C or C++, but with
numerous libraries available, it's easy to implement
features that make it just as useful. It is excellent for
automating testing, and collecting and analyzing data

[1].

Python might be at its strongest when used as a
communication middleman between the user and
the embedded system they're working with. Python can
also be used to receive embedded system data that can
be stored for anaysis. Programmers can then
use Python to develop parameters and other methods of
analyzing that data.
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We have designed embedded system —smart mirror
using Python as a programming language.

[1. PROPOSED SYSTEM

Fig. 2 Proposed system

The proposed system is to design an interactive
futuristic smart mirror with artificial intelligence using
Raspberry Pi. In the proposed system, the ability of the
system to recognize face and provide details of the
same, incorporates the theory of artificial intelligence.
Interactive computing, with wirelessly connected
embedded devices that are being used in various day-
to-day activities. Based on this technology, many
devices/products are now emerging and with this
intelligence it is providing comfortable, secure and
convenient personal services everywhere. The project
aims at creating a smart system for users where it
detects face using Python. The mirror will recognize
user’s face and it will be processed using Raspberry Pi
and display user’s feeds. User’s image will be stored in
database.

1. COMPONENTS REQUIRED

The Smart Mirror makes use of hardware components
and software applications to display information:
Hardware Components.

1. Raspberry Pi: A Raspberry Pi is a credit card-sized
computer originally designed for education, inspired by
the 1981 BBC Micro. Creator Eben Upton's goal was to
create a low-cost device that would improve
programming skills and hardware understanding at the
pre-university level[2]. But thanks to its small size and
accessible price, it was quickly adopted by tinkerers,
makers, and electronics enthusiasts for projects that
require more than a basic microcontroller[3].
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Fig. 3 Raspberry Pi

2. Mirror: A special mirror known as atwo way mirror
or observation mirror is used in this project. A two
mirror is special as compared to an ordinary household
mirror. Unlike a household mirror, the two way mirror
is not painted with an opaque color on the back, instead
its left untouched. This gives the property of the mirror
being reflective one side and transparent/translucent
from the other. Hence the two way mirror acts as
mirror aslong as there is no light send from the back of
mirror.

Software and Tools

1. Raspbian OS Raspbian is a free operating system
optimized for the Raspberry Pi hardware. Raspbian
comes with over 35,000 packages, pre-defined
functions which helps in easy installation on a
Raspberry Pi computer.

2. Python Python is an easy to learn, powerful
programming language. It has efficient high-level data
structures and a simple but effective approach to
object-oriented programming. Python’s elegant syntax
makes it an ideal language for scripting and rapid
application development in many areas on most
platforms.

IV. |IMPLEMENTATION

The Smart Mirror interfface is designed and
implemented such that only when an authorized user
appears in front of the mirror only then his/her
customized data is displayed after proper
authentication. The load cell integrated stool plays a
major role in authenticating the smart mirror. Only
when the weight sensed by the load cell is same as the
weight stored in the health database the updates are
retrieved from the internet and displayed[4].

Initially the mirror will be in eep mode acting like a
normal mirror reflecting. The mirror is designed such
that it can be accessed only by two users. When the
user 1 presses the button his/her respective schedule
from the google calendar can be retrieved and is
displayed on the mirror. The load cell senses the
weight of a person which after processed by the
Raspberry Pi can be uploaded to cloud later this data
can be displayed on the mirror via the Wi-Fi module.
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Fig. 4 Hardware design of the system

V. RESULT

Fig. 5 Smart Mirror Result

Smart Mirror displays applications so that we can check
the weather, loca news, etc while getting ready in the
morning. It is also modular so we can easily move it
around or hang it on the wall aswe like.

VI. CONCLUSION

We have designed a smart mirror keeping in mind the
upcoming future advancements in the field of 10T. The
prototype of the mirror is powered and controlled by the
Raspberry Pi 3 and all the final output in the form of real
time data feeds are displayed on screen. In future work, we
can add advanced gesture controls, automated salutation
using face recognition of the end user.
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Abstract - Machine learning has a vital role in Image
Analysis and Computer Vision field. Problemsranging
from image segmentation, image registration to
structure-from-motion, object recognition and scene
understanding use machine learning techniques to
analyze information from visual data.

The medical image analysis isgrowing field of deep
learning. DL techniques and their applications to
medical image analysis includes standard ML
techniques in the computer vision field, ML modelsin
deep learning and applications to medical image
analysis. One of the most recently uss of ML in
computer aided diagnosis and medical image analysis
is the classification of objects such as lesions into
certain classes based on input features like contrast,

area obtained from segmented objects. Artificial
neural network conceptually inspired by neural
systems.

Theimportant deep-learning techniques including the
Neocognitron, CNNs, neural filters. ML with image
input including deep learning is a useful technology
with higher  performance. The  deep learning will
become the mainstream technology in medical image
analysisin upcoming decades.

Keywords - Convolutional neural networks (CNNSs),
ANN, Medical image analysis, Machine learning, Deep
Learning.

|..INTRODUCTION
Machine learning techniques are widely used in

medica imaging research field as successful
classifier and clustering algorithms [1]. The

Best classifiers used are support  vector machine
and clustering algorithms, such as Kk-nearest
neighbor (k- NN) [3]. Now a days deep learning
(DL) has come into the picture as the methodology to
effectively improve the performance of existing
machine learning techniques. Next, Deep learning isa
generic methodology that has a disruptive impact
in other scientific fields as well. Therefore, it has
become imperative for medical imaging researchers
to fully embrace Deep Learning technology. Medical
image processing refersto a set of procedures so asto
get clinically meaningful information from

various imaging modalities, commonly for
diagnosis  or prognosis. The modalities are
typicaly in vivo types. The extracted

information/data could be used further to enhance
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diagnosis and prognosis according to the need of
patient’s.

The main comparison between Machinelearning
with image input including “deep learning” and
Machine learning with feature input is the direct use
of pixel values with machine learning model.
Machine Learning algorithms have the capability to
be invested deeply in vast area of medicine right
from discovery of drugs to clinical decision
making, significantly altering the way medicine
is practiced. The success of machine learning
algorithms at computer vision tasks in recent years
comes a time when medica records are
increasingly digitalized. Therefore, it is idea for
medica image analysis to be carried out by an
automated, accurate and efficient machine learning
algorithm. Deep learning has got great interest in
almost each and every field and especially in medical
image analysis and it is expected that it will hold
$300 million medical imaging market by2021.
Therefore, by 2021, it will get moreinvestment for
medica imaging than the entire analysis industry
spent in 2016. It is the most effective and supervised
machine learning approach. This approach use
models of deep neural network which is variation of
Neural Network but with large approximation to
human brain using advance mechanism as compare to
simple neura network. The term deep learning
implies the use of a deep neura network model. The
basic computational unit in a neural network is the
neuron, a concept inspired by the study of the human
brain, which takes multiple signals as inputs,
combines them linearly using weights, and then
passes the combined signals through nonlinear
operations to generate output signals.

Machine Learning (ML) and Artificial Intelligence
(A1) have progressed rapidly in recent few years. ML
and Al have played important role in medical field
like medica image processing, computer-aided
diagnosis, image interpretation, image fusion, image
registration, image segmentation, image retrieval and
analysisML extracts information from the images
and represents information effectively and
efficiently. The ML and Al together can diagnose
and predict accurate and faster the risk of diseases
and prevent them in time. These techniques enhance
the abilities of doctors and researchers to
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understand that how to analyze the generic variations
which will lead to disease. These techniques
composed of conventional algorithms without
learning like Support Vector Machine (SVM), Neural
Network (NN), KNN etc. and deep learning
algorithms such as Convolutional Neural Network
(CNN), Recur-rent neural Network (RNN), Long
Short term Memory, Extreme Learning Model etc.
A. Medical Imaging Types:
Medical Imaging isthe use of imaging modalities and
processes to get pictures of the human body, which
can assist diagnosis and treatment of patients. It can
also be used to track any ongoing issues, and can
therefore help with treatment plans. There are many
different types of medical imaging techniques,
which use different technologiesto produce images
for different purposes. Here the most common
imaging techniques uses Al in radiology indicates
how thesetechniques, mixed with Al, will direct
the way for more accurate imaging.
Various medical imaging modalities and digital
medical images incorporates as magnetic resonance
imaging (MRI), computed tomography (CT), X-ray
Computed Tomography and positron emission
tomography (PET), Single Photon Emission
Computed Tomography (SPECT) etc could provide
specific information for the patient being imaged.
Research in medical image processing mainly targets
to extract important features that might be difficult
to assess with the naked eye.
A histology slideisan image file of afew megabytes
while asingle MRl may be a few hundred
megabytes. This has technical implications on the
way the data is pre-processed, and on the design of
an algorithm’s architecture, in the context of
processor and memory limitations.
B. History of medical image analysis:

Initially, medical image analysis was done using
sequential application of low level pixel processing
and mathematical modeling to construct arule-based

system that could solve only specific  task.
Similarly there were some rules, likely in the area
of Artificial Intelligence commonly known as
GOFAI (Good Old Fashioned Artificial

Intelligence) agent[3].

At the end of 1990s, supervised techniques were
becoming more popular where training data was used
to train models and they were becoming increasingly
popular in medical image analysis field. Examples
may involves active shape model , atlas method. This
pattern recognition and machine learning is more
popular with the introduction of some innovative
ideas. Therefore, Change in shift from systems that
were designed by humans to systems that are trained
by computers based on example data.

Machine learning includes constructing data-driven
models to solve research problems [5]. There are
two basic categories of ML as supervised learning
and un- supervised learning. In supervised learning,
The training data consist of a set of training examples
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and each example is a pair consisting of an input
object and a desired output value. Supervised
machine learning systems provide
the learning algorithms with  known quantities to
support future judgments. we train the models using
input data with matched labels [6]. The model is a
mathematical model that can associate input data with
the matched labels and a predictive model, which is
validated using unseen test data. In Unsupervised
Learning is a class of Machine Learning techniques
to find the patterns in data The
data given to unsupervised algorithm are
not labeled, which means only the input
variables(X) are given with no corresponding output
variables.

Figure 1. Artificia neura network. (A) A neuron,
transforms the inputs from the dendrites into electric
signals. (B) In a node , the input values are
transformed by the weights, biases, and activation
functions. The output values are transmitted to the
next perceptron. (C) Multilayer perceptron consists of
multiple perceptrons.

ANN is a dtatistical method inspired by brain
mechanism from neuroscience as shown in figure
1[7]. A typica neuronisthe basic unit of the very
important  brain system. The neuron is an
electrically excitable cell that recelves signals
from other neurons, it processes the received
information, and transmits electrical signals to other
neurons. The input signal to a given neuron needs to
exceed a certain threshold for it be activated and
further transmit a signa. The neurons are
interconnected to each other and forms a network
that collectively steers the brain  mechanism.
ANN is an abstraction of an interconnected network
of neurons with layers of nodes, and it consists of
an input layer aggregating the input signa from
other connected neurons, a hidden layer responsible
for training and an output layer [8]. Each node takes
the input from nodes from the previous layer
using various weights and computes the activation
function, which is relayed onto the next layer of
nodes. The activation function approximates the
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complex process of a physica neuron, which
regulates the strength of the neuronal

output in a non-linear manner. The mathematical
processing in a node can be represented using the
following equation:

A node takes an input value ‘X’ and
multiplies it by weight ‘W,” and then a bias of ‘b’ is
added, which isfed to the activation function ‘@.’

The losses are back-propagated through the network,
and they are used to modify the weights and biases
[6].

C. Deep Learning in Image analysis:

The accurate and most useful type of models for
analysis of images till date are Convolutional Neural
Networks as shown in figure 2. A single CNN
model has many layers which work on identifying
edges and normal features on shallower layers and
more deep features in deeper layers. An image is
convolved with filters and after that pooling is
applied, this process may be applied for some layers
and at last recognizable features are extracted..
Introduction of GPUshave favored the
research in this field and since the
introduction of challenge, a sudden rapid growth
in development of such models may be seen.

Figure 2 : lllustration of CNN (Convolutional
Neural Network)

The medica image analysis community has
taken notice of these pivotal developments.
However, transition from systems that used
handcrafted features to systems that learn
features from data itself has been gradual.
D.Organization :

The aim of this paper is to provide an overview
on the state of machine learning algorithms as
applied to medical imaging, with an emphasis
that will most useful to the doctors, clinicians
and provide more impact in medical science
and patient healthcare system.

In Section I, It describes various

machine learning architectures used in medical
image analysis, with an emphasis on CNNs.
Machine learning is broadly classified into
Supervised, Unsupervised, Semi- supervised and
Reinforcement learning methods; it is the first
two which are currently most applicable to image
analysis.  Section Il dives into different
application areas. Section IV gives conclusion
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with obstacles that the field of medical image
analysis faces, and some of the future possible
directions.

. MACHINE LEARNING

ARCHITECTURES

Supervised learning models:
1) Convolutional neural networks:
a)Convolution Layer: A convolution is defined
as an operation on two functions. In image
analysis, one function consists of input values
(e.g. pixel values) at a position in the image,
and the second function is afilter (kernel) each
can be represented as array of numbers.
Convolution indicates ideas
intrinsic to perform computationally  efficient
machine learning with sparse connections,
parameter  sharing [8]. Few neural networks
where each input neuron is connected to every
output neuron in the subsequent layer, CNN
neurons have sparse connections, means only
few inputs are connected to the successding next
layer.
The convolution operation is defined by the *
symbol. An output s(t) is defined below when
input I(t) is convolved with afilter or kernel K(a)

S(t)=(1+K)(1). D
Now if t can only take integer values,
then discretized convolution can be expressed as,
s(t)=2 1 (a)-K(t-a) (@3
The equation (2) assumes a one- dimensional
convolutional  operation. Two dimensiona
convolution operation
with input 1 (m, n) and a kernel K (g b) is
expressed as.

alt) g 51 {a.5)-K(m an Bb.

3)
Next the kernel is flipped and the above
equation can be written as,

.‘i::'] T‘T Fim an 0K {n, |'|':-.

Further Neural networks implement the cross-
correlation function, and it is similar to as
convolution but without flipping the kernel

[ N T e
IE) = }'__ Lme—uym +0) - £ o, b

b) Rectified Linear Unit (RELU) Layer:

The Rectified Linear Unit is the most commonly
used activation function in deep learning models.
The function returns O if it receives any negative
input, but for any positive value x it returns that
value back.

So it can be written as

f(x)=max(0,x). (6)

)
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where x is the input to the neuron. Other
activation functions include the sigmoid, tanh,
leaky RELUs.

It's surprising that such a ssimple function (and
one composed of two linear pieces) can allow
your model to account for non-linearities and
interactions so well. But the ReLU function
works great in most applications, and it is very
widely used as aresult.

c¢) Pooling Layer:

Convolutional networks may include local or
global pooling layers which combine the outputs
of neuron clusters at one layer into a single
neuron in the next layer [9]. The important
concept of CNNs ispooling, which is a form
of non- linear down-sampling.  There  are
several  non-linear functions to implement
pooling among which max  pooling is
the most common. It partitions the input image
into a set of non-overlapping rectangles and, for
each such sub- region, outputs the maximum.
The pooling layer operates independently on
every depth dice of the input and resizes it
spatialy.

The Pooling layer is inserted between the
Convolution and RELU layers to reduce the
number of parameters to be calculated, as well as
the size of the image.

d) Fully Connected Layer:

Fully connected layers connect every neuron in
one layer to every neuron in another layer. It is
in principle the same as the traditiona
multi-layer

perceptron neural  network . After severa
convolutional and max pooling layers, the high-
level reasoning in the neural network is done via
fully connected layers. Neurons in a fully
connected layer have connections to al
activations in the previous layer, asseen in
regular (non- convolutional) artificial
neural networks. Their activations can thus be
computed as an affine transformation, with
matrix multiplication followed by a bias offset.

2. Recurrent neural networks (RNNS):

A recurrent neura network (RNN) is an
extension of a conventional feedforward neural
network, which is able to handle a variable-
length sequence input. It handles the variable-
length sequence by having a recurrent hidden
state whose activation at each time is dependent
on that of the previous time.

Because of its ability to generate text [10],
RNNs have been used in text analysis tasks as
machine trandation, speech  recognition,
language modelling, text prediction and
image caption generation [11]. In genera, the
output of a layer is added to the next input, and
this is fed back into the layer, resulting in a
capacity for contextual ‘“memory’.

Therefore to avoid vanishing gradient
problems with back propagation through
time, plain RNNs have evolved into Long Short
Term Memory (LSTM) networks and Gated
Recurrent  Units (GRUs). These are
modifications of RNNs to hold long term
dependencies and to discard or forget some of
the accumulated information.
In the medical image analysis , RNNs have been
used mainly in segmentation[12], together CNN
as well RNN to segment neuronal and fungal
structures from three- dimensional electron
microscope images.

I1l. APPLICATIONS IN MEDICAL

IMAGE ANALYSIS

* Classification : This is the first areas where in
medical image analysis where deep  learning
was used. Diagnostic image classification
includes classification of diagnosed images, in
such setting every diagnosed exam is a sample
and data size is less than that of a computer
vision.
e Detection : Anatomical object
localization such as organs is important pre-
processing part of segmentation task.
Localization of object in a image requires
3D parsing of image, several agorithms
have been proposed to convert 3D space as
composition of 2D orthogonal planes.
*  Segmentation : The segmentation of organs
and other substructures in medical images
allows quantitative analysis related to shape,
size and volume. The task of segmentation is
typically defined as identifying set of pixels that
define  contour  or object of interest.
Segmentation  of  lesions combines the
challenge of object detection and organ and
substructure segmentation in the application of
deep learning algorithms.
* Regidtration : Referred as  gpatia
alignment is common image analysis task in
which coordinate transform is obtained from one
image to another image. Though lesion
detection and object segmentation are eyed as
main use of deep learning algorithms but
researchers have found that deep networks
can be beneficial in getting best possible
registration performance.

1) Future Applications:
There are many challenges in area of Deep
Learning in medica image
analysis, Unavailability of large dataset is often
mentioned as one. Some of the innovative
applications that span across traditional medical
image analysis categories are described in
medical imaging. Content based image
retrieval (CBIR) is a technique for
knowledge discovery in large databases and offer
similar data retrievals for case histories and
understand rare disorders. Image
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generation  and enhancement is another task
that uses Deep Learning in improve image
quality, normalizing images, data completion and
pattern discovery. Combining Image data
with reportsis yet another task that seem to
have a very large scale application in real world.
IV. CONCLUSION :

Deep learning is widely used in al areas and it
will continue to grow in the nearer futurein
almost al fields of science. Scientists and expert
peoplesinthis area are actively involved in
research teams to solve critica severe medical
problems. Medical image processing will benefit
immensely from deep learning approaches as
it has shown remarkable performance in non-
medical regular imaging research compared to
conventional machine learning approaches. Here
we have explained a brief history from traditional
machine learning to deep learning, highlighted
various deep learning applications in medical
imaging finally concluded with few
drawbacks  and future perceptions of deep
learning in medical imaging. This will be
definitely an essential tool for diagnosis and
prognosis in the eraof precision medicine.
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Abstract— With the evolution of convolutional neural
networks, extraction of deep features for accurate
classification of Remote Sensed (RS) images have gained
lot of momentum. The proposed approach extracts deep
features of the RS images by employing several
convolutional, pooling and fully connected layers which
are discriminant, nonlinear and invariant. These deep
features are useful for classification of remote sensing
scenes. Moreover as RSimages are diversein nature there
always is a common issue of high dimensionality of RS
images and limited amount of training data. To address
this issue we propose a CNN mode that, uses multiscaled
RS images combined with regularization parameter to
extract spectral-spatial features. The RS images at
multiscale level are applied to the CNN model for deep
feature extraction and further classification. A hybrid
multiscale model is being developed by altering the
parameters of the CNN network to improve the
performance. For authentication and evaluation purpose,
the proposed approach is evaluated via experiments on
five challenging high resolution remote sensing datasets.
The experimental results provides optimum values for the
given datasets for different parameters of the CNN.
Classification accuracy of 92.25% is achieved for remote
sensed images using 1-D CNN model compared to the
other supervised and unsupervised classification
algorithms.

Keywords— Deep feature extraction, Convolutional
neural networks, Multiscale remote sensed images,
Classification of Remote sensed images.

I. INTRODUCTION
Collection of data through remote sensing devices have
become much easier in the recent years due to various
new earth observation programs which collects high
resolution data for various applications. Construction of
robust feature maps to represent various characteristics
in the high resolution imagery has become very
important for driving different applications. In
Hyperspectral remote sensing there are hundreds of data
channels of the same given scene and this high
resolution spectral information helps in differentiating
between different materialls and aso increases
classification accuracy. Even small spatial structures can
be analyzed finely due to the advantage of high end
sensors collecting images with fine spatial resolution.
[1]. Collection of fine spatia resolution data leads to
increased dimensionality problems in the spectral
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domain. Techniques such as PCA, IDA are no longer
found to be completely efficient for the processing of
high dimensional data. [2]. Feature extraction plays a
major role in high dimensiona data processing.
However, as the spectra signatures of different materials
are different but sometimes might be close to each other
feature extraction of such images ill remains a
challenging task [3]. Lot of studies in the recent era are
made on extracting spatial and spectral information for
feature extraction [4]. Detailed spatial resolution has
become easily [5] available due to sensors with good
spatial resolution. FE spatial spectra  classification
improves overall classification efficiency [6]. Low-level
and mid-level classfication gives good results for
normal images but when it comes to RS images the
results are not that good due to high dimensionality
problems. In order to bridge the semantic gap, multiscale
image analysis is used for classification. The new state-
of the-art solution for all the computer vision recognition
problems is given by Deep learning [2], [7]. Human
intelligence works on different parameters and on
different levels. For recognition of different objects
visual system of human’s uses sequential processing and
this kind of processing gives rises to learning of new
objects or identification (recognition) of the existing
objects [9]. Deep architectures gives rise to deep
learning of different objects like in human neura
system. Due to the nature of RS images there isalways a
possibility of mixing of spectral signatures due to
scattering which makes classification of the desired
objects much more difficult. Moreover factors such as
sensor used, the range of IFOV, atmospheric conditions
makes the process more complicated. To address such
various problems classifying RS images at a deeper level
gives us a better classification result compared to all the
existing techniques [10]. If features are derived at a
single level they tend to be variant to rotation, this
problem can be easily solved for general images, but due
to the nature of RS images, multilevel anaysis is
required to solve the problem which is not possible
without a proper hierarchical architecture. Deep
architectures gives a more potential solution to deduce
abstract features at high levels, which are generaly
robust and invariant [11]. In case of few hundreds of
training samples training a fully new CNN becomes
much more difficult. [22]. In this paper, we investigate
the application of Convolutional Neural Network
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(CNN), which is one of the deep models, for feature
extraction of RS images and develop a Multiscale CNN
model for effective RS classification. It is demanding to
apply deep learning to RS images due to complexity of
the data and limited amount of samples for training. The
main goal of this paper is to propose a deep FE method
for RS classification using CNN architecture. The CNN
model will extract deep robust features of the RS image
which are invariant to rotation. The novelty of this paper
is.

1) We present a multiscale feature extraction for RS
imagery in spatial and spectral domain.

2) We propose the use of CNN for forming feature
discrimination map.

3) The proposed methods is applied on five well-known
hyperspectral data sets. A comparative study is made for
parameters such as classification accuracy, number of
epochs required for training and processing time for
original image which is directly applied to the CNN for
training and for RS image which is first multiscaled and
then applied to CNN for training.

The remainder of this paper is organized as follows. In
Section Il, we present the related studies, Section 11
presents the proposed approach, Section IV presents
Experimental results and analysis and finally Section V
summarizes the conclusions.

. RELATED StuDY
A Neural Network and Deep Learning

Deep learning is a newly developed approach in the field
of machine learning. Unlike neural networks which
builds a fully connected network, deep learning
networks does this but in a hierarchical manner. Deep
Neural networks generally extracts deeper features by
building a hierarchical network in first few layers
followed by fully connected network which is finaly
given to a softmax classifier for final classification. Due
to this feature of deep networks, any complicated data
can be represented with much more confidence. But, the
real challenge liesin training of such data. Initia stages
of deep learning are generally unsupervised followed by
final stageswhich are fine tuned in a supervised manner.
Many deep learning models like DBN [12], [13], SAE
[14], and CNN [11] are developed in the past for
applications. Recently, CNNs have gained momentum in
the field of image processing and have proved to be
much more effective to other deep learning models in
classification [15], [16] and detection [17]. Classification
of SAR images is done using soft thresholding to reduce
the classification error [20]. In this paper, we investigate
the application of deep CNN for feature extraction of RS
images.
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B. Soectral-Spatial FE Framework

A specia type of deep neural network is convolutional
neural network (CNN). A complete CNN layer contains
a convolution layer and a pooling layer. Several
convolutional layers and pooling layers are stacked
together to form deep architecture for deep CNN. The
first layer is the convolutional layer. The value of a
neuron s at position x of the jth feature map in the ith
layer is denoted asfollows:

i =g(bij + ZmZp=0 ™I WPjjm S*P (i-1)m) (1)

9(x) = tanh (x) = (e — €”) / (e“ + &%) )

where the feature map in the previous layer ((i -1)th
layer) is represented by m which is connected to the
current feature map, w is the weight of postion p
connected to the mth feature map, The kernel width is
given by P with the spectral dimension, and b is the bias
of jth feature map in the ith layer. By reducing the
resolution of the feature maps pooling can offer
invariance to the feature maps [18]. RelLu activation
function is given by eg. no. 2 which is a sigmoid
function. Each pooling layer corresponds to the previous
convolutional layer. A small N x 1 patch of the
convolution layer is combined by the neurons in the
pooling layer. Max pooling along with softmax classifier
is used in this paper for implementation of CNN. The
max pooling is as follows:

8 = maxna (a™* u(n, 1) ©)

where u(n, 1) is a sigmoid function to the patch of the
convolution layer, and a is the maximum in the
neighborhood. All layers, including the convolutional
layers and pooling layers of the deep CNN modd, are
trained.

. IMPLEMENTATION

Figure 1, shows a diagrammatic representation for
classification of multiscale SAR/Hyperspectral images.
As remotely sensed images are diverse in nature, hence
while classification many aspects needs to be considered
for precise classification. Fig. 1 shows a simplified
version of the architecture used for the constructing
CNN. The same overall architecture used in [6] is
developed here. A single pixel of a data cube with
dimensions 1 x 1 x D istaken as input. The entire block
diagram is divided into three stages wherein the first
stage of the architecture consists of a RS image which is
directly fed to CNN and after class allocation results are
obtained.
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Fig.1. Block Diagramfor classification of Multiscale RS Images using 1-D Convolutional Neural Network Model

In the second stage the image is first multiscaled by
separating the spectra components and the spatia
components of the RS image. In the third stage we
construct a CNN with the input parameters. For getting
the spatial values, RS images are first unmixed in the
spectral domain to form fractiona images further,
bilinear interpolation is applied to these fractional
images to get the spatial characteristics of these images.

X=alsl+a2s2+....+aMsM +n 4
=Jaisitw=Sa+w (5)

Where M is the number of endmembers, S is the matrix
of endmembers, and nisan error term for additive noise.
The predicted valuesin spatia domain are given by,

Pvspa (Kj) = (k=1,2,........ K) (=1.2,.....M)  (6)

Where Pvspais the predicted valuesin spatial domain in
x and y direction, which are derived from spectra
unmixing followed by bilinear interpolation are selected
as gpatial terms. Spectral terms are derived by first
deriving high resolution RS imagery from low resolution
RS imagery using bilinear interpolation. For getting the
spectral values, RS images are first scaled using bilinear
scaling and further fractional images are generated using
spectral unmixing.

The linear optimization technique is employed to
transform the finer multiscale values Pv(kj) into a hard
classified land cover map at a multiscale level. Once
single RS image is converted to multiscale image we
apply this multiscaled image to the CNN network for
further classification.
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Further in the third stage a CNN is developed
whose input is an image resized at [80 x 80] size
Further 9 x 9 convolutional layer is designed with 10
feature maps of size [9 x 9 x 10]. The data is further
subsampled and given to 15 node fully connected layer
and further to 5 node fully connected layer. Further
classification is done by softmax classifier to allocate
final classes to the end members. Appropriate numbers
of convolutional and fully connected layers are used. To
train the CNN on the composite data set, all parameters
were randomly initialized.

IV. RESULT ANALYSIS & DISCUSSIONS

The experiments are implemented using MATLAB
20173, and the platform has X64 based PC, Inte (R)
Core (TM), i5 processor — 7400 CPU @ 3.00 GHz, 3001
MHz, 4 cores CPU, 8 GB RAM, NVIDIA Titan XP
GPU and Windows 10 Pro operating system. The
database consists of scenes from
Indian_pines corrected, JasperRidge2 F198,
Jasperridge2_F224, SalinasA_corrected and
Urban _F210. Origina and Multiscale RS images are
applied to the convolutiona neural networks. Different
tests are carried out by varying different parameters to
test the results using 1-D CNN. Different parameters are
calculated and the results precisely shows that, when
features of images are derived at multiscale level yields
very good recognition rate compared to features of
single scale images. Further CNN network enhances the
overall classification results compared to other
classification techniques. The results show that, with
the use of convolutional neural networks the
classification accuracy improves for multiscale RS
images compared to original RS images. For class 1 total
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of 200 images are considered, for class 2 tota of 205
images are considered, for class 3 total of 198 images
are considered, for class 4 total of 197 images are
considered and for class 5 total of 194 images are
considered for training and testing purpose.

A. Results of Training and Testing of
SAR/Hyperspectral images on CNN network.

Phase - | deals with applying of single scale
and multiscale RS image to CNN network when
different sizes of feature vectors are considered. The
following table shows classification accuracy when
different sizes of the feature vector are applied to the
RS images.

TaBLE |. CLASSIFICATION ACCURACY FOR DIFFERENT
SIZES OF FEATURE VECTORS USING CNN

Sr. Elapsed
Feature ) Classification
No. Time
Vectors Accuracy (%)
(Seconds)
1 100x100 7.1 94.75
2 90x90 6.1 85
3 80x80 31 %0
4 70x70 3.6 91.25
5 60X60 3 9175
6 50x50 14 89.5
7 40x40 19 915
8 30x30 12 90
9 20x20 0.3 82.75
10 10x10 0.1 60.75

Fig 2: Classification Accuracy for SAR/Hyper spectral images with
different sizes of feature vectors using CNN

The above figure shows different sizes of feature
vectors considered and tested using CNN. We can
clearly observe that, as we go on increasing the number
of feature vectors, the recognition rate also goes on
increasing, but at the same time the computational time
and the amount of data for further computation also
goes on increasing. The graph above shows that, for the
size of 100x100 of feature vectors the classification
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accuracy is 94.75% with the computational time of 7.1
secs. For further calculations we will, now keep the size
of feature vector to be 100x100 and observe the
changes in the accuracy by varying other parameters.

TABLE Il: CLASSIFICATION ACCURACY FOR DIFFERENT
SIZE OF KERNELS USING CNN

S
No. Size of Elapsed Time Classification
Kerne (Seconds) Accuracy (%)
1 19 24 83.25
2 17 21.8 92.75
3 15 16.95 87.25
4 13 138 89.25
5 1 1.1 95.75
6 9 8.2 95.5
7 7 55 95
8 5 43 95
9 3 34 87.8
10 1 4 93

Fig 3: Classification Accuracy for SAR/Hyperspectral images with
different size of kernels using CNN

The figure above shows different sizes of kernels
considered and tested using CNN. We can clearly
observe that, as we go on increasing the size of kernels,
the classification accuracy also goes on increasing, but
after a certain size the accuracy starts decreasing. As we
go on increasing the size of kernels beyond a certain
limit, data dimensionality reduction becomes difficulty.
Hence, we cannot increase the size of the kernel
invariably. The computational time and the amount of
data for further computation also goes on increasing.
The graph above shows that, for the 11 size of kernel
the classification accuracy is 95.75% with the
computational time of 11.1 secs. For further
calculations we will, now keep the size of kernel to be
11 and observe the changes in the accuracy by varying
other parameters.
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The above figure shows different number of epochs
considered for training and testing of data using CNN.
We can clearly observe that, as we go on increasing the
number of epochs, the classification accuracy also goes
on increasing, but after a certain number of epochs the
accuracy starts decreasing. As we go on increasing the
number of epochs beyond a certain limit, the over
fitting problem comes into picture where data is over
trained which starts gives a negative result which in
turns reduces the classification accuracy. Hence, we
cannot increase the number of epochs invariably. The
computational time and the amount of data for further
computation also goes on increasing. The graph above
shows that, for the 11 epochs the classification accuracy
is 92.25% with the computational time of 7.3 secs. As,
remote sensed images have more number of different

spectral  signatures, classification using normal
classification agorithms does not vyield good

classification result. Thus, we can clearly see that, when
remote sensed images are classified using convol utional
neural networks the classification accuracy increases to
a larger extent as compared to classification using
traditional algorithms.

V. CONCLUSION

Many supervised and unsupervised algorithms are
proposed to classify images which extract features
within an image. But, in remote sensed images there
lies features deep within the image which cannot be
extracted efficiently using general classifying
algorithms. Hence, a 1-D CNN modd for feature
extraction is proposed which not only extracts the
features at spatial level but also extractsit at the spectral
level, whenever less number of training labelled
datasets are available. Remote sensed images are scaled
at different levels to derive the information that lies
deep within which is then applied to the CNN network.
The experiments are conducted on five publically
available well known datasets and 1-D CNN is tested
with different parameters. The optimum parameters are
selected for the final network and the remaining data is
tested on this network. Results show that, classification
accuracy largely increases when CNN networks are
used for classification compared to other supervised and
unsupervised techniques. More insights can be gained
by designing new algorithms to reduce the
computational cost of the network.
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Abstract-Superresolution is a concept to increase the
resolution. The main objective of this paper isthe study of
iterative curvature based method for super-resolving low
resolution of a leaf diseased images. The domain specific
prior isincorporated into superresolution by the means of
iterative curvature SR based estimation of missing high
frequency details from infected leaf images. The model is
composed of two step pixel filling approach. Through this
proposed work, fine edges of SR images are preserved
without applying complex mathematical algorithms based
on wavelet, fast curvelet, etc. In this paper, we have
validated proposed scheme over 9 infected leaf images of

Keywords-Markov Random Field, high-resolution, SR images.

|. INTRODUCTION

In agriculture, the analysis of infected leaf areais
of great importance for the application of techniques
such as pruning, fertilization and planting density [2].
A feature that can be extracted by analyzing the leaf
area is the quantification of damage caused by pests
and diseases. Such damage can be detected through
the study of damaged leaf area by pests[2]. Detecting
the precise amount of damaged leaf area is essential
to determine control actions such as application of
pesticides, since a small damaged leaf area may
dispense control measures. In this paper, we have
analyzed infected leaf image using adaptive based
image superresolution techniques in order to recover
the high frequency details such edges, various
features, etc.

Obtaining a high-resolution (HR) image from
single or multiple low-resolution (LR) images, known
as “super-resolution” has been a classic problem.
High resolution means high pixel density, also refered
to as high-definition (HD). An HR image brings out
details that would be blocked out in an LR image.

Super resolution problem is an ill-posed inverse
problem. Estimating details is an inverse problem
since low resolution observation is the result of a
smoothing and downsampling process [3]. Basicaly,
SR technique is broadly categorized in two parts.
First is traditional non-adaptive image reconstruction
and registration technique [5],[6] in these methods
attempt to solve the problem by employing and fusing
anumber of low resolution images. The images are of
an underlying scene are positioned into a common
coordinate frame by sub-pixel shifts of images. Most
of the literature available on super-resolution is for
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various crops like soybean, cotton, rose, citrus family etc.
Shows better result in visual as well as subjective quality
as that of complex multi frame SR algorithms like
reconstruction and registration along with less
computational time. This concept is most useful for
agricultural expert for helping our farmers for exact leaf
disease detection and accurate remedial actions The
experimental result shows the best visible SR result of an
infected leaf along with MSE and PSNR i.e. Statistical
results. Also shows the comparison of proposed method
with the existing techniques successfully.

multi-frame and majority of them are based on the motion
as cue. The super-resolution idea was introduced by Tsai
and Hung, where a pure trandation motion has been
considered [1]. In such methods the quality of
reconstructed SR image obtained from a set of LR images
depends upon the registration accuracy of the LR images
and some prior knowledge of imaging system [5, 6].
Nearly al SR reconstruction algorithms are based on the
fundamental constraints that provide less useful
information as the magnification factor increases also less
computationally efficient to get more accuracy. Baker
and Kanade found these limitations and developed a SR
algorithm by modifying the prior term in cost to include
the result of a set of recognition called as recognition
based super-resolution or hallucination [11].

And second is single image adaptive learning based
SR methods [7] which is more powerful and useful, when
only a single observation image is available and severa
other high resolution images are present in the data set.
All high resolution images from data set will act as
training images. This method is classified under the
motion free superresolution scheme as the new
information required for predicating the HR image is
obtained from a set of training images rather the subpixel
shifts among low resolution observations.

In this paper, we have proposed an adaptive iterative
curvature based spatial SR method for accurate analysis of
infected |eaf diseased images.

Il. EXISTING SUPERRESOLUTION TECHNIQUES.

As per the superresolution imaging anaysis is
concerned, there are two main domain i.e. Frequency
domain and Spatiad domain approach for image
registration.
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In our case, the results of the spatial domain are
very much better in visual quality as well as in
analytical parameter also than the frequency domain,
which typically failed to adequately register images.

By the nature of frequency domain, Fourier
transform methods are limited to only global motion
models. In the early stages, most of the research
work is carried out under frequency domain approach
but as more general degradation models were
considered; later research has tended to concentrate
almost exclusively on spatial domain formulations.

Basically, image superresolution can be obtained
in two categories- Non-adaptive SR & Adaptive SR
in spatial domain approach.

A. Non-adaptive Image SR

Non-adaptive image SR techniques are based on
direct manipulation on pixels instead of considering
any feature or content of an image. These techniques
follow the same pattern for all pixels and are easy to
perform and have less calculation cost. Various non-
adaptive techniques are nearest neighbor, bilinear
and bicubic. But these techniques having some
drawbacks such as problems of blurring of edges or
artifacts around edges. It stores only low frequency
component of an original leaf image also produces
blurry images quality. Mainly it misses the required
information from superresolved infected leaf image.
To overcome these, we approached for Adaptive
Image SR for our agricultural information for more
accuracy.

B. Adaptive Image SR.

This technique considers image features like
intensity value, edges as well as texture informations.
It also provides better visual image quality result as it
preserves high frequency components from an
original infected leaf image, so it is much easier for
detection and classification accuracy. Various
adaptive SR techniques are NEDI, DDT, FCBI,
Learning based approach. Only main drawback is it
requires much more computational time. So, here, we
have worked over this problem while maintaining the
SR quality of an infected leaf image. So, as far as
infected leaf image problems are concerned, adaptive
image SR approach is much better in practice and
advantageous.

Machine learning based detection and
recognition of plant diseases can provide clues to
identify and treat the diseases in its early stages.
Comparatively, visualy identifying plant diseases is
expensive, inefficient, and difficult. Also, it requires
the expertise of trained botanist. There are severa
methods for measuring leaf area, however, in
practice, it is used mainly three: the human
evaluation, the method of leaf dimensions and the
methods which use devices such as planimeter and
area integrator. Nevertheless, these methods require
extensive work and are time-consuming. Moreover
they have some degree of inaccuracy. And, the
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measurement techniques are not performed in the most
cases by a farmer, but by an expert (agronomist), which
delays the diagnosis. With the advances in computing,
especialy in the graphics processing, it is possible to
develop alternative methods for determining the damaged
leaf area. Plant diseases have turned into a dilemma as it
can cause dsignificant reduction in both quality and
guantity of agricultural products.

I11. ADAPTIVE ITERATIVE CURVATURE BASED
IMAGE SUPER- RESOLUTION

Iterative curvature-based interpolation technique
focuses on estimation of direction and based on second
order derivatives. Main purpose of introducing ICBSR
technique to minimize the artifacts presented in image
compare to other technique like patch based learning and
other adaptive and nonadaptive SR techniques. ICBSR
technique has lower computational cost then other non-
adaptive techniques. Image magnification generaly
results in loss of image quality. Therefore image
magnification requires interpolation to read between the
pixels. Generdly the enlarged images suffer from
imperfect reconstructions, pixelization and jagged
contours. The proposed system provides error-free high
resolution for real time infected leaf images. The basic
idea behind the system comprises two basic steps: ICBSR
technique is a combination of two techniques. In first
technique, the new pixels are computed by interpolating
aong the direction (FCBI, Fast Curvature Based
Interpolation). In second technique, we modified the
interpolated pixels using iterative method with energy
term for edge preservation purpose [14].

First technique, FCBI is same the Data Dependent
Triangulation interpolation technique, but instead of
taking the average value of two opposite neighbor pixels,
we consider second order derivatives in two diagonal
direction 111 and |2 and compute new pixel values in such
adirection where the estimated derivative is low.

In second technique, the energy term is sum of the
curvature continuity, curvature enhancement and isolevels
curves .First we compute, for each new pixel, the energy
function U(2i+1; 2j+1) and the two modified energies
U+(2i+1;2j+1) and U-(2i+1;2j+1), i.e. the energy values
obtained by adding or subtracting a fixed value called
threshold value to the local pixel value I(2i+1;2j+1) [14]
and assign this intensity value to pixel. This procedure is
iteratively repeated until the sum of the modified pixels at
the current iteration is lower than a fixed threshold value.
Overall procedure for ICBSR technique is as follows [14]:

Step 1. Put originad pixels in the enlarged grid at
locations  2i,2j
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Step 2: Insert pixels at locations 2i+1,2j+1 with the
FCBI method

Step 3: Apply iterative correction until the image
variation is above a given threshold

Step 4: Insert pixels in the remaining locations with
the FCBI method

Step 5: Apply iterative correction to the added pixels

Step 6: Repeat the whole procedure on the new image
for further enlargements

Fig .1. The average of the two neighborsin the direction of
lowest second order derivative (13101 15).

IV. MATHEMATICAL ANALYSIS

Mathematical analysis of SR is basically based
on accurate MAP estimation [4]. According to the
MAP estimator, the additive noise, the measurements,
and the ideal image are all assumed stochastic
signals. The MAP estimation of the unknown image
X is done by maximizing the conditional probability
density function of the ideal image given the
measurements  P{X/Y} Based on Bayes rule,
maximizing P{X/Y} is equivalent to maximizing the
function P{Y/X}P{X} .

Bayesian approach provides a flexible and

convenient way to model a priori knowledge
concerning solution

X=arg max P(X|y1, Y2, «.v..n... Yp)

X= arg max {In P(X|lys, V2, «..een... Yot In

P(X)}
The mathematical operation shows the final result as:

P
R=Q™"+ > H;WH,

k=1

R=X-P

Where,
P
P=>Y H/WY,

and k=1
If we assume that the measurements additive
noise is zero mean Gaussian random process with

auto-correlation matrix W with autocorrel ation matrix

Q for unique estimate imageX using iterative
technique.

By considering the stochastic least mean
square filtering operation in order to minimize the
error function as

e2= min E{[f (xy)- F(X’ y)]2}

3
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The solution can be achieved
expression

through following

2

1 H(u,v)| GuY)

Fv)= HUV) H V)] +S uv)/S (uv)

(4)

Where, the ratio S UV)/S; (uv) is called the noise-to-
signal power ratio. For inverse filtering action it is equal

2
to zero and ‘H (u,v)\ is the product of complex conjugate
of HUV) gng st HUV)

The analytical parameter such as MSE and PSNR can
be calculated as, let, x;i; be the original image and x’;; be
the SR frame whose dimensions are M x N. Then, Mean
Square Error can be defined as

ii()ﬁ,j _X'i,j)

i=1 j=1

2

MSE:i
MN

(5)

PSNR avoids many problem of measuring image
quality by scaling the MSE according to the image range.
It is defined by the equation

2552
MSE

PSNR=10l0og=>>_dB

(6)

The MSE (Mean Square Error) and PSNR (Peak Signal to
Noise Ratio) shows the better analytical result as that of
conventional SR interpolation methods.

V. EXPERIMENTAL ANALYSIS

The experiments were executed on an Intel Core TM
2 duo CPU @ 2.5 GHz with 3 GB RAM and results are
obtained using MATLAB 7.10 tool. Images are captured
by using a low cost LG mobile camera with resolution
which is pre-setted. Initially, we had captured all possible
high resolution infected leaf images from surveying
various farm fields in order to prepare a huge database i.e.
dictionary. And they are preprocessed to convert in low
resolution for validation.

Fig. 2 shows the origina quality of images. Fig. 3
output SR images with SR factor of 4. Table 1shows the
SR image with factor 4. While table 2 shows the SR
image quality results. Table 3 and table 4 shows the
comparison results of PSNR parameter and timing
constraints among existing SR techniques with respect to
proposed technique respectively.
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(al) (a2) (b1) (b2) (c1) (c2)
(d1) (d2) (e1) (€2)
(f) (f2) (91) (92
(h1) (h2) (i1) (i2)

Fig. 2.(al),(bl),(c1),(d1),(el),(f1),(g1),(h1),(i1) : Origina Low Resolution Leaf diseased images.
Fig. 3. (a2),(b2),(c2),(d2),(€2),(f2),(92),(h2),(i2) : Super Resolution Leaf Images by Factor 4
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TABLE 1. RESULT OF SR IMAGE (FACTOR 4) WITH TIME REQUIRED

Sr. Di Original SR Size Timefor SR AVG. PSNR,
No. Size SR, (Sec) TECHNIQUES DB
150x112 | 2385x1777 INEDI 27.42682
a | ALS (735kb) | (2.60Mb) 295.450
SPARSE
. 100x150 | 1585x2385 28.00597
b Alternaria (2.04kb) | (1.20Mb) 161.617 RECOVER.
ADAPTIVE 29.77813
¢ | citruscanker (13%%’ %fssiﬁg’fs 136.860
’ ’ ICBI 32.09667
100x133 | 1585x2113
d Collar Rot (36.4kb) (2.48Mb) 162.943
. 150x112 | 2385x1777
e Cotton Dahiya (24.7kb) | (2.69Mb) 200.321
Rose  Downy | 200x114 | 3185x2289
f Mildew (16.1kb) | (420Mb) | 4163
150x103 | 2385x1633
9 Rust (8.00kb) | (2.75Mb) 170.774
SuddenDeath 150x112 | 2385x1777
h | syndrom (206kb) | (312Mb) | 28930
. Yellow Mosaic | 150x112 | 2385x1777
' Virus (75.1kb) | (2.95Mb) 245.046
Fig.5. Avg. Statistical PSNR results
TABLE 2. PARAMETERS OF SR IMAGE QUALITY TABLE 4: Comparison between Timing Constraints various SR
Sr. . PSNR, Time for Techniques
Diseases MSE NAE
No. (dB) SR, (Sec) SR Techniques Avg. Timing in Sec
a ALS 3.95 28.90 0.0531 | 295.450
iNEDI 635.4349
b Alternaria 7.63 39.30 0.0124 | 161.617
¢ | CitrusCanker 3147 | 36.94 | 0.0178 | 136.860 Sparse Recover. 168.8007
d Collor Rot 143 27.66 0.0583 | 162.943 Adaptive 29.57959
e Cotton Dahiya 6.70 30.29 0.0364 | 200.321 ICBI 5.907997
f RoseDowny Mildew 291 31.80 0.0501 | 544.163
o] Rust 1.39 29.59 0.0401 | 170.774
h SuddenDegth 4.99 27.16 0.0540 | 258.930
Syndrom
i YellowMosaic Virus 1.87 28.09 0.0618 | 245.046

Fig.4. Stetistical Analysis of PSNR,dB
TABLE 3: COMPARISON BETWEEN PSNR OF VARIOUS SR

TECHNIQUES

7

Fig.6. Avg. Statistical Timing Constraintsresults

VI. CONCLUSION AND FUTURE SCOPE

From the observationa result, it is verified that the
disease infected single LR image with low cost camerais
only sufficient to improve its resolution with better visual
quality. Information from leaf edges are recovered
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successfully. The proposed algorithm is very much
fast with reduced size of database due to k-means
clustering, hence memory requirement is low. Patch
based learning SR technique gives improved MSE
and PSNR over analytical as well as appearance
result.

Properly analyzed infected leaf images are
mostly useful for plant pathologist for the following
purposes:

e |dentification of diseased leaf, stem, fruit ;

e |dentification and quantification of affected
area by disease;

e |dentification of intensity of diseases and
their effect on productivity.

Our proposed methodology is the best option for
costly and complex hyper spectral satellite imagery
system.

This paper will definitely bring some smile
on farmer’s face for improvement is crop production
and agricultural development through agricultural
experts.

In future, this concept can be extended to
different plant pathologist for solve various
agricultural engineering problems. There is a great
scope for doing further research on the creation of
self-learning database for any kinds of single image
SR. Also, the work should be independent from the
interpolating factor.
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Abstract— The human emotion is expressed through
facial expression and speech. The emotion expressed in
the speech can be judged and understood by any
human, but a machine cannot under stand this emotions,
therefore a need to design an algorithmic approach as a
solution to the problem in robotics. Our proposing
algorithm is a two-stage approach, firstly the extraction
of the features from the speech signal that corresponds
to the emotional state of the speaker, and the second is
the classification of the extracted features into proper
emotional state. The accuracy of this system is depended
upon the classification of the signal into appropriate
emotional category. With tremendous increase in the
advancement in the field of computer, it has now
become possible to do real time computations on speech
data, so a system which automatically detects the
emotions through speech signals has become an
important area of research.

In this paper, we have discussed the steps of
extracting emotional features from a speech signals.
Our main interest is to find the proper technique for
classifying the emotional features extracted from the
speech signals using suitable classification technique. In
this we have categorized the emoctions into Happy,
Anger, Fear, Sad, Neutral, Disgust, Surprised using
SAVEE database. Mel Frequency Cepstral Coefficient
(MFCC) and energy features have thereby been
extracted.

Keywords: Emotions, Speech, MFCC, Energy.

l. INTRODUCTION

Speech is one of the oldest human tools which are
used for interaction with each other. Therefore, it is
one of the most natural ways to interact with the
computers as well. Generally a speech signal consists
of two main parts: one carries the speech information,
and the other includes silent or noise sections. The
informative part of speech can be further classified
into three categories: (a) The voice speech (b)
unvoiced speech (c) silence. Voiced speech consists
mainly of vowel sound. It is produced by constriction
in the vocal tract, proper adjustment of the tension of
the vocal tract resulting in opening and closing of the
cords, and a production of almost periodic pulses of
air. These pulses excite the voca tract.
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Psychoacoustics experiments show that this part holds
most of the information of the speech and thus holds the
keys for characterizing a speaker. Unvoiced speech parts
are generated by forcing air through a constriction formed
at a point in the vocal tract (usually toward the mouth
end), thus producing turbulence. The last category is
Silence, when there is no vibration of the vocal cords after
the air is discharged from the lungs. Speech recognition is
the ability of a machine or program to identify words and
phrases in spoken language and determine the emotions of
the speaker such as normal, anger, happiness and sadness.
The founder of modern philosophy “René Descartes”
identified six simple and primitive emotions wonder, love,
hatred, desire, joy, and sadness. Other philosophers
identified categories of emotions which include composed
of some of these six or species of them. As aresult of the
experiences and observations experienced by man over
the centuries it became easy for him to distinguish
emotions.

Emotion recognition technology is essentia for the
assistance if they are to become more seamlessly
integrated into our daily lives. Automatic emotion
recognition has a direct application in the space of
medication and therapy. For the people that have social
communication disorders like Alexithymia, social-
emotional agnosia, or even autism, emotions are very
complex to understand and can often feel out of reach.
The inability to detect emotions limits their interactions
with familiar people and they are commonly at risk of
severely damaging interpersonal  relationships. A
Scientific American report notes that these diseases are
characterized by difficulty identifying different types of
feelings, limited understanding of what causes feelings,
difficulty expressing feelings, and difficulty recognizing
facial cues in others, among others. Tools that can help
such individuals identify emotions in people around them
could prove to be extremely useful in therapy settings as
well as in day-to-day social interactiong[6]. Based on the
state of the art survey of the importance of emotionsin a
human’s life, we decided to implement a system that
detects emotion from voice, as most appropriate in the
context of the applications intended.
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In the next section, we relate our work to
prior speech emotion recognition studies. We then
describe our proposed approach in detail in Section
3. We show the experimental results in Section 4 and
conclude the paper in Section 5.

A. Database

In [3], authors have used A German Corpus (Berlin
Database of Emotional Speech EmoDB) database
which is sdlf-fabricated Chinese databases. In [1],
author have used Self-generated Romanian language
Dataset. In [2], author have used SEMAINE
DATABASE. In [4], author have used SEMAINE
DATABASE. In [5], author have used Interactive
Emotional Dyadic Motion Capture (IEMOCAP)
database. All these databases are in English language
where as EMoDB database isin German language.

METHODOLOGY

B. Feature extraction

Feature extraction can be defined as the process of
collecting discriminative information from a set of
samples.

In [3], the authors have extracted features like
MFCC’s z(Mel-frequency cepstral coefficients),pitch
area, vitality. In [1], the authors have extracted
features like MFCC’s(Mel-frequency  cepstral
coefficients), pitch intensity, rate. In [2],author have
extracted features Spectral roll off, MFCC ,Pitch,
magnitude. from speech. In [4], the authors have
extracted features like MFCC , Formants, Pitch, Delta
features from speech. In [5], the authors have
extracted features like 13 MFCC’s (Mel-frequency
cepstral coefficients), spectral entropy , energy from
speech. The most common features extracted are
MFCC, PITCH and ENERGY

C. Classifier

Classification can be defined as a process of
predicting the class of given data points. In paper
[3], author have used SVM (Support Vector machine)
classifier and got the mean accuracy of about 94%. In
paper [1], author have used Convolutional Neural
Networks (CNN) classifier and got mean accuracy of
about 71.33%. In paper [2] author have used
Convolutional Neural Networks (CNN) &amp;
Recurrent Neural Network(RNN) classifier and got
mean accuracy of about 74.5%. In paper [4], author
have used Deep Neura Networks( DNN) classifier
and got mean accuracy of about 54%.In paper [5]
,author have used Recurrent Neural Network(RNN)
classifier and got mean accuracy of about 70%.There
are many classifier’s to train the model but most
common classifier’s are SVM,CNN,RNN.

. PROPOSED WORK
The proposed system is divided into two parts:
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Training the model: In this suitable features are
extracted and given as input to the classifier for
training it..

Testing the model: In this we will test whether the
classifier is able to classify a random speech sample
into appropriate emotion category based on its
training.

We are implementing the project in Python language and
Keras library for training purpose. Keras is a high-level
neural networks API, written in Python and capable of
running on top of TensorFlow, CNTK, or Theano. It was
developed with a focus on enabling fast
experimentation[9].

e Collection of Database:

The first step is collecting the speech database. Various
audio speech database of different languages spoken by
male and female are available online. We have considered
2 databases Emo-DB and SAVEE databases.

Emo-DB: It is a berlin Database of emotion speech
spoken in German language. It consists of 500 speech
files spoken by actors in Angry, Anxious, Happy, Fearful,
Bored, Disgust and

Neutral emotions.

SAVEE: Surrey Audio-Visua Expressed Emotion
(SAVEE) database is an British-English speech Database.
It consists of 480 speech files of 7 different emotions such
as Angry, Happy, Fear, Neutral, Sadness, Surprise,
Disgust emotions

e Feature Extraction
The features extracted from speech files(.wav) in our
system include;

A. Energy[6]:

Energy associated with the speech signa is time varying
in nature. The loudness of a speech signal is the most
prominent characteristics according to human aural
perception. There are several interchangeable terms like
volume, energy, intensity which are commonly used to
describe the loudness of speech signals. The formula for
energy isgiven as:

ENERGY: I n|x(n)|?
B. Pitch[6]:

Pitch is a fundamental property of speech. It is well
known that speech is driven by noise which is produced
by the vibration of the vocal folds that varies at a rate
between 50 Hz to about 400Hz, which is known as
fundamental frequency. Pitch is known as the
fundamental frequency of

the speech signal

MFCCI[6]:
The stepsin MFCC are as follows::

Step 1: Frame Blocking The process of segmenting the
speech samples into a small frame with length ranging
between 20 msec to 40 msec. The voice signal is divided
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into frames of N samples and adjacent frames are
separated by M (M<N) The values used for M is 100
and N is 256.

Step 2: Windowing The speech signal is segmented
into frames by this technique. Hamming window is
used as the window shape and represented as W (n)
and 0 < n < N-1 where N is the number of samplesin
each frame. Theresult is given by Y (n)= X(n) x W(n)
where X(n) is the input signal and Y (n) is the output
signal.

W(n)=0.54—-0.46c0s2 w7is¥-1 O<smi< A4 — 1.

Step 3: Fast Fourier Transform Each frame of N
samples is converted to frequency domain from time
domain using the Fast Fourier Transform (FFT).

Y(w) = FETLh(t) * X(0)] = H(w)* X(W) (4)

where X (w), H (w) and Y (w) are the Fourier
Transform of X (t), H (t) and Y (t) respectively.

Step 4: Md frequency wrapping In FFT spectrum
voice signal does not follow the linear scale.The
weighted sum of filter spectral components are
computed using triangular filters so that the output is
appropriate to a Mel scale.. The magnitude frequency
response of each filter istriangular in shape and at the
centre frequency equals to unity and decrease linearly
to zero between two adjacent filters. The sum of its
filtered spectral components is the output of each
filter.

# (el ) = [2595 #dzgl0] 1+ 7 700]

The equation is used to calculate the Me for
frequency finHz

Step 5: Cepstrum (Discrete Cosine Transform) Here
the log Méel spectrum is converted into time domain
using Discrete Cosine Transform (DCT). The output
of the conversion is known Me Freguency Cepstrum
Coefficient.

Fig.1 Stepsin MFCC

Mél frequency cepstral coefficients was introduced in
1980 by Davis and Mermelstein. It is based on the
human peripheral auditory system. MFCC is less
susceptible to noise and provides better recognition
performance. MFCC due to its good performance is
used widely in audio classification experiments. It is
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used to extract features from speech signal. Mel is a unit
to measure the perception of speech or frequency of a
tone. The formula for converting from frequency (f) to
Mel scaleis:

M(f) = 1125In(1+f/700)

Classifier [7]:-

Various classification techniques have been employed for
classification purpose. After the procedure of selecting
features, classification is needed is train the chosen
classifier with the task of emotion recognition.

Fig.2 Basic Block Diagram of our proposed System

° Convolutional  Neural

Deep learning model:
Networks (CNN)

Fig.3.Generic representation of CNN architecture[2]

The CNN neural network has an architecture inspired
from primate visual cortex. The visual cortex has multiple
cortex levels (layers), each one capable to recognize more
structured

information. A DCNN consists of repeated CNN pairs,
followed by a number of dense (fully connected) layer .
Thefinal (top) layer must contain the classifier.

The convolutional layer has the purpose to extract the
structured information with sub-matrices filters (strides)
parsing on the two-dimensional input data.The pooling
layer. summarize the output of the convolution matrix by
progressively reducing the spatiad size of the
representation to reduce the amount of the computation
and parameters in the network. Then in the flattening step
we end up with the long vector of the input data that can
be passed through the artificial neura network to have it
processed further. By aggregating the values of the stride
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sub-matrix into a single vaue Generic
representation of the CNN architecture.
In contrast with the standard neura layer,

characterized by a two-dimension weight matrix, a
convolutional layer has a more complex structure.
Convolutional layers are used to filter the initial data,
to extract features from input.

The CNN model consists of one pair of convolutional
and pooling layer, with 200 convolutional filters of
size 5x5, with RelL.u activation, followed by a max-
pooling. The CNN has 400 x 12 neurons asinput. The
final stage consists of a flattening and a dense (fully
connected) layer of 1000 neurons, followed by the six
emotions classifier. The CNN neural network was
implemented in Python, using the TensorFlow back-
end, with Keraslibrary.

The convolutional layer consists of 20 layers which
compute, in 20 steps, the 2D convol ution (repeated 20
times) of the input ‘image’ (of dimension 400 x 12).
The convolutional layer extract the structura
information and reduces of the input image which is
then reduced (by MaxPool and Flatten layers) for the
final computation with a classical neural network
made of two fully connected (dense) layers. The
hidden layer has N HIDDEN = 1000 neurons, while
the output layer has 6 neurons for classification.

The code in Python is given in Figure 6. In the first
part of the code we have the list of modules imported
from the Keras library and the parameters definition.
The second part of the code is for building-up the
architecture (the model) as a sequential stack of
layers. The last part of the code is for training the
network and finally the evaluation of performances
with the test files.[1]

V. RESULTSAND DISCUSSION
A. Energy Extraction:

Fig 4.Energy extraction

Above graph represents the amount of energy in each
emotion. From this graph we aso came to know
about the how much energy required by the different
type of emotion.

First. We found out the Energy values for each 460
files of SAVEE database. Then we categorize the

files according to the emotion such as Angry, Happy,
Fear, Neutral, Sadness, Surprise, Disgust. After the
categorization, each emotion category is taken (each
category contains 60 files) and the sum of the energy of
that category is calculated and displayed in the form of
graph. For example, For Angry emotion there are total 60
files in SAVEE Database. Energy values are calculated
for each 60 files and therefore we got a matrix of [60x1].
After this, the sum of al the Energy is taken of all 60 files
S0 as to get a vector of size [1x1] and same procedure is
done for all the set of emotions and so we got a matrix of
size[7x1].

B. Pitch Extraction

Fig 5.Pitch extraction

Above graph represents the amount of pitch in each
emotion. From this graph we also came to know about the
pitch of different type of emotion. First. We found out the
pitch for each 460 files of SAVEE database. Then we
categorize the files according to the emotion such as
Angry, Happy, Fear, Neutral, Sadness, Surprise, Disgust.
After the categorization, each emotion category is taken
(each category contains 60 files) and the sum of pitch of
that category is calculated and displayed in the form of

graph.

C.MFCC Extraction

Fig.6 MFCC feature extraction

Above graph represents the MFCC coefficients extracted
for each set of emotions speech file of SAVEE database.
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The colors in a particular bar represent the amount of
the particular MFCC coefficient percentage
respectively.

First we found out the 13 MFCC for each 460 files of
SAVEE database. Then we categorize the files
according to the emotion such as Angry, Happy, Fear,
Neutral, Sadness, Surprise, Disgust. After the
categorization, each emotion category is taken (each
category contains 60 files) and the sum of all the
MFCC'’s of that category is calculated and displayed

in the form of graph.

V. CONCLUSION

We have successfully collected the databases and
classified them according to the type of emotion. We
have learnt about the features like MFCC, Energy and
Pitch and have successfully extracted the features
which are required for the training of the classifier
model. It can be clearly seen from the MFCC graph
that emotions like Angry, Happy, Surprise have less
amount of MFCC coefficients and emotions like
Neutra, Sad have more amount of MFCC
coefficients. From the Energy graph we can conclude
that emotion like Angry have the highest amount of
energy and emation like Sad have the lowest amount
of the energy. The pitch for emotions like Angry,
Surprise, Happy, Neutral are comparatively high and
pitch for emotion like Sad, Fear, Disgust are
comparatively low. Usually the emotions for excited
emotions are high but as it is high for neutral
emotion, we cannot use only pitch for emotion
recognition system. We are able to determine the

characteristics of different type of emotions from the
extracted features.
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Abstract—Signature verification is most widely and
commonly accepted practice for authentication and
authorization of an individual. Off-line signature
verification is very less accurate for identification. Online
signature has information such as x co-ordinate, y co-
ordinate, pressure, velocity, Azimuth and Altitude of pen
tip. Due to this better accuracy can be achieved when
signatures are captured in real time with digitizer device
like pressure pad. On-line signature verification gives 80%-
98% of accuracy. Different method have been used to
implement biometric signature recognition some of which
are dynamic time warping (DTW), Bayesian Learning,
Hidden Markov model (HMM), Neural Networks, Support
Vector machine (SVM) etc. It has been found that the HMM
and KNN giveslow FAR and FRR and hence provide better
accur acy

Keywords—Signature Verification, Biometric, HMM,
Bayesian Learning, Neural Networks, DTW, SVM

I. INTRODUCTION

Handwritten signature is most widely used and
accepted as
away to verify people’s identity; we usualy sign
documents to verify their contents or to authenticate any
financial transactions. Signature verification is divided
into two types
Online signature verification and offline signature
verification
.Offline Signature verification usualy consists just an
“eye ingpection” as if we compare two photographs, but
thisis not at all efficient because of skill forgerians forge
the signature and is almost same as the genuine one . So
in this case it might happen that genuine signature may
be verified as forged and vice versa o it is inefficient
method and so online verification of signature is to be
done.

Nowadays, smart cards are being introduced in many
countries, for example the Aadhar card in India. The
Unique Identification Authority of India (UIDALI) is the
regulatory body for this. For defining the individuality of
a person, the theoretical details (individual’s address
information, phone number) of the person and his'her
biometric information (photograph, iris-scan, fingerprints)
is collected and stored in a centralized database. This
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Aadhar card information will be valid throughout the life
of an individual and does not require any modifications at
any time in the future. These smart cards find applications
in many occasions like opening an account, booking e-
tickets, applying for passport or any other place that
requires identity of a person. A person’s signature can
aso be included in this card as the purpose is to
authenticate a signature i.e. to validate that the signature
is not forged and it actually belongs to the person who
claimsto be the owner of

the signature. It will enable efficient signature
verification and provide high level of authenticity.
Offline properties of a signature deals with only the
structural characteristics whereas the online features
represent the structural as well as behavioral
characteristics of a signature such as x-coordinate ,y-
coordinate, altitude ,azimuth, velocity, pressure of the
pen tip. This is done through a digitizing tablet i.e.
Wacom Intuos pro pressure pad which is a signature
capturing device which records the structure of a
signature and al so stores the different dynamic features
of asignature.

A number of techniques and their variations have been
implied to implement a fool proof signature
verification system such as Hidden Markov Model
(HMM) [1], [2], [3], Dynamic Time Warping (DTW)
and its variations Neural Networks (NN) , [4], [5],
Support Vector Machine (SVM) [3], [6],[7] etc. This
paper gently introduces these techniques and presents
a comparative analysis of these techniques for
biometric signature verification.

The accuracy of the verification system is based on
two parameters: The false acceptance rate (FAR), is
the measure of how many times a forged signature
sample is accepted as genuine. A system’s FAR can be
typically calculated as the ratio of the number of false
acceptances and the number of total attempts. The
false rejection rate (FRR), is the measure of how
many times a genuine signature sample is rejected as
forged. A system’s FRR can be calculated as the ratio
of the number of false regjections and the number of
total attempts.
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1. COMPONENTS REQUIRED

The user will be asked to provide some sample
signatures on pressure sensitive writing pads. One of such
writing pads, Wacom Intuos Pro is shown in the figure.

Every signature consist of X-coordinate - scaled cursor
position along the x-axis, Y-coordinate - scaled cursor
position along the y-axis, Time stamp - system time at
which the event was posted, Button status - current button
status (O for pen-up and 1 for pen down), Azimuth -
clockwise rotation of cursor about the z-axis, Altitude -
angle upward toward the positive z-axis, Pressure -
adjusted state of the normal pressure. For the current
research the signature samples from 40 different users are
taken, 40samples are taken for each user out of which 20
are genuine and 20 are forged. Pressure applied by the tip
of the pen on the pressure sensitive pad varies during the
process of signing. This altitude is chosen for the feature
vector

I11. DIFFERENT METHODS FOR BIOMETRIC SIGNATURE
VERIFICATION

A. Hidden Markov Model (HMM)

HMMs have been applied in many application areas
such as signal processing, speech recognition, pattern
recognition and can be effectively implied in signature
verification as well. HMM is a generalization of Markov
Model. It is a robust method to model the variability of
discrete time random signals where time or context
information is available [13]. It can manage time duration
varying signals such as signatures speech etc. For this
reason it is popular for speech and signature recognition
applications [9]. The signing process is divided into
severa states that constitute the markov chain. Each of
the signature segments corresponds to each state in the
model. A Sequence of probability distributions of the
different features that are used in the verification task is
taken and a matching is done on it [5]. The verification
score in these systems is usually obtained as the signature
log-likelihood. An important part in generative model-
based signature verification systems is the verification
score normalization [2]. The verification score is a score
that determines whether a particular signature is genuine
or forged using a threshold value. These threshold values
can be writer dependent or feature dependent. The
disadvantages of using HMM in signature verification is
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that it requires huge number of features to be set, and the
number of data to train the model is very large as a result
of which itstime complexity isvery high.

In an HMM model the states are hidden (i.e. it cannot
be observed) and there are some other observations
depending on the initial probabilities of these two terms
the most likely state is determined using an algorithm like
Baldi—-Chauvin or Baum- Welch. In signature verification
the model can be represented as:

States= { genuine, forged}

Observations = {total time, velocity, pressure, no. of
strokes}
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B. Dynamic Time Warping (DTW)

DTW is the most popular technique for implementing
signature verification. It is a method that determines the
similarity between two time varying sequences. DTW can
efficiently determine the most optimal distance between
two sequences even if the accelerations of these time
varying patterns are different. The most important feature
of DTW is its ability to compute fast which makes it the
most popular method in signature verification. It does not
require huge data for training. It simply takes two
sequences of time varying data or features and compares
them and finds an optimal similarity between the two
sample set. DTW uses a dynamic programming strategy
that can manage the variability on the signatures length
[9]. In this method two signature samples are

taken as sequences where points are taken in different
discrete times. S={s1,s2,...,sn}, T={t1,t2,...,tm} are two
time varying

sequences that represents the value of the features at
1st,2nd and nth time. S is the sample signature stored in
the database and T is the test signature sample. The time
complexity of DTW is O(n2) where n is the number of
points in the sequence. Although DTW is a fast technique
but if the points taken on the sequence is very large then
the time taken to compute the results in DTW becomes
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very high and therefore a variation of DTW i.e. VQ-DTW
isused. VQ stand for vector Quantization. In this method
clustering of some points that are in the same region are
clustered together thus reducing the time complexity of
algorithm.

C. Neural Networks

Neural network is a mathematical model that can learn
from examples and based on this knowledge can solve
many problems such as pattern recognition. A number of
genuine and forged samples are stored in the database
which is used for learning and thus judging whether a
given test signature is genuine or forged.An artificial
Neural Network is trained to recognize the variation that
exists in the target signature with respect to the sample
signature. Handwritten signature samples are considered
input for the artificial neural network model and typically
weights are learned during training a NN. The major
factors of using ANN are Expressiveness, ability to
generalize, senditivity to noise, and graceful degradation.
The major drawback of using ANN model is that it takes
alot of time for training.

In modeling of a signature verification system Neural
Network can be used as follows: Astraining data, a vector
of n number of sensors can be used where n is the number
of features of the signature considered for verification.
Here each of these vectors would estimate the similarity
of the target feature with respect to the features of genuine
signature samples. The ANN used for this purpose is a
multilayer feed forward network which consists of n
number of input units, one output unit signaling genuine
or not genuine, and some units in one or more hidden
layer(s). Back propagation algorithm is used for training.

D. Support Vector Machine (SVYM)

Support vector machines are supervised learning
models whose foundations stem from statistical learning
theory. The support vector machine takes a set of input
data sample and predicts, for each given input, which of
two possible classes the output belongs, which makes it a
non-probabilistic binary linear classifier. SYM has been
considered a good choice for solving the signature
verification problem as it is frequently used for pattern
recognition applications, classification and regression
problems [10]. An SVM maximally separates hyper plane
that determines clusters by mapping input vectors to a
higher dimensional space [6]. An SVM takes a set of
input data and determines to which of the two classes the
input data belongs.

IV. FEATURE EXTRACTION

This is a very important step in signature verification
since it is very important to find the most significant
features of a signature that minimizes intrapersonal
variations and maximizes interpersonal variations. The
features of a signature can be of two types, global features
and local features. The global features of a signature are
those that describe about the whole signature for example
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total time duration for signing, the boundary box of the
signature, and the overall direction of the signature, the
dimensions, and the pixel distribution. Whereas the local
features of a signature gives the tempora information
about the signature i.e. the features that refer to a
particular position within a signature for example speed,
acceleration, pressure, local curvature, pen-ups and pen-
downs etc. In recent years pressure and force have been
the most used and studied features for signature
verification.

These attributes of the signature are captured using a
biometric device/tablet and a pen, this device has the
capability of recording all the features of a signature.

Two types of features can be used for signature
verification: functions or parameters [6]. When the feature
is represented as a function it represents the value of the
feature at a particular time whereas the parameters are a
vector of elements that characterizes a signature.
Functions in general yield better performance in case of
signature verification. Selecting appropriate features for
verification is an important and crucial task in signature
verification as the efficiency and accuracy of the system
depends hugely on the features.

V. COMPARISON OF THE TECHNIQUES

Online Signature Database :

There are different database of online signatures
avalable. Some of them are SVC2004, SUSIG etc.
SVC2004 is a database of the First International
Signature Verification Competition. For each of the two
tasks of the competition, a signature database involving
100 sets of signature data was created, with 20 genuine
signatures and 20 skilled forgeries for each set. The major
difference between the two tasks is in the information
provided by the signature data. The signature data for the
first task contain coordinate information only, but the
signature data for the second task also contain additional
information including pen orientation and pressure.When
evaluated on data with skilled forgeries, the best team for
Task 1 gives an equa error rate (EER) of 2.84% and that
for Task 2 gives an EER of 2.89%. We believe that
SVC2004 has successfully achieved its goals and the
experience gained from SV C2004 will be very useful to
similar activitiesin the future.

A. Techniques and their attributes

A number of techniques are used in the
implementation of signature verification system. In
template matching techniques, an input sample is
matched against the templates of sample signature sets
stored in the database. These sample set consists of
genuine as well as forged signature samples. Dynamic
Time warping (DTW) is the most relevant approach in
this type of template matching method. While using
statistical approach, Bayesian learning and hidden
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Markov Model (HMM) are the most common methods learning
that are used. Other possible approaches are also used phase
such as neura networks (NN) and Support Vector
Machine (SVM) that use supervised Learning. Dynamic Time| - Templaie | Timeseries | Dynamic
TABLE |. COMPARATIVE TECHNIQUES Warping Matching | matching |Programming
Attributes Use of priori
Technique Bayesian information
Probabilistic| to obtain Statistical
Approach Basis Type Learning
poteriori
- Principle | gatigtical . .
Support Vector| Predictive ol g, pervi sed information
Machine Modeling | f structura
.| Leaning The hidden
minimization variables
control the
Adaptive Hidden Probabilistic|  mixture Statistical
system Markov Model component to
Feed Forward . changing its .
Machine Supervised
structure P be selected
Neural . . for each
Learning Learning observation
Network during a
TABLE I1. ADVANTAGES AND DISADVANTAGES OF COMPARATIVE TECHNIQUES
Attributes
Technique

Appropriateness in signature Verification

Support Vector Machine

Advantages Disadvantages
Direct decison  problem
Good Generalization Properties | cannot be extended to multi
class problem
Convex objective  function with|

efficient traing algorithms

Training Timeisvery long

Good for smaller number of
training samples

Selection of parameter is
difficult

Sinceit isadirect decision problem and signature
verification is also adirect decision problem that
either the signature belongs to genuine class or

forgery classthereforeit is appropriate for signature
verification problem.

Neural Network

Ability to learn how to do tasks
using some training data

Difficult to train a NN for
large variation in  numberj
of training samples.

Self Organization

Time complexity ishigh

Neural network can create its own meaningful

representation of the
information it gets asinput whichis good for

performing signature
verification with inter class variations.

Dynamic Time Warping

Robust distance measurements
required for accurate pattern|
classification

Memory space problem

Non-linear time variations of
time series are reduced

Difficult to perform if the
training datais large

Fast

Each sample must have its
own reference template

This method can be effectively applicable to this
problem since this would not require too many
samples of input signatures to be stored and
nonlinear time variations that persist even for

genuine signatures can be reduced.

Bayesian Learning

Does not account for any
uncertainty in the value of
the parameter

Gives the probability of a
particular event that can happen
based on priori information

Requiresinitial knowledge
of the probability of
hypothesis
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This method could be applicable to solve the problem
because instead of just mapping the input datato one
of the two output class, Bayesian network can give
the probability of a particular sample of being either
genuine or forged.




A Review on Online Signature parameter using Altitude parameter

HMM can manage signals of
different time durations

Can betrained automatically

Hidden Markov Model

Less computational complexity

Does not perform  well if]
the sample set istoo low

Computationally expensive

HMM isavery popular tool for solving signature
verification problem as it has less computational
burden and gives accurate results.

All these methods and some of their descriptions are
listedin Tablel.

B. Advantages and Disadvantages of Comparative
Techniques

While considering functions the matching becomes
complicated due to writer’s pauses or hesitations which
can be due to emotional, weather conditions or
environment. DTW is used to find out the similarity or
dissimilarity between two time varying sequences which
have intra-individual variations [7], the natural non-linear
variations of the time sequences are reduced in DTW that
even persists in genuine signatures. If the number of
sample data is too high then DTW becomes
computationally expensive. Therefore, to accelerate
computations DTW can be used with some variations
such as area bound DTW (AB_DTW) [7], VQ_DTW [9]
etc. Some People exhibit a lot of variability in their
signatures due to Emotional conditions, weather
conditions or due to lack of habit, this limitation can be
overcome using DTW. DTW uses dynamic programming
algorithm to match the similarity between two sequences
of sample signature.

Statistical methods are generally chosen while using

parameters as features. Bayesian networks and Hidden
Markov model are the most popular statistical methods
used in signature verification. An HMM is a double
stochastic process in which one unobservable state can be
estimated through a set of observations [6]. Many
topologies are used in implementing HMM, the most
frequently used isleft-to-right HMM [1], [5], [13].
Support Vector Machines are another promising
dtatistical approach in signature verification. SVM use
kernel functions to measure the similarity of two sample
sets[10].
Neural Network is an information processing paradigm
inspired by the way biological nervous system works.
Similar to human brains, NNs learn by examples, a set of
sample datais given to a neural network which is used for
training and then further used for solving different
problems like pattern recognition. Different models of
Neural Networks are used for signature verification such
as back propagation Neural Network, multilayer
perceptron (MLP) [3], [17] and self organizing maps etc.
MLP networks in particular, are widely used in signature
verification systems because it is very simple to train
them, very fast to use in pattern recognition and achieves
high recognition rate. The two main limitations that MLP
exhibit in classification problems are:

The classification problem and MLP structure has no
theoretic relation.

MLP derives hyper planes separation surfaces, in
feature representation space, which are not optimal in
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terms of margin between the examples of two different
classes[3].
Bayesian approach has also been used in signature
verification, which uses the priori information to find out
the most likely hypothesis. The most practical difficulty
that lies while using Bayesian learning technique is that it
requires initial knowledge of probabilities of hypotheses.
Another difficulty is the computational cost required to
determine the Bayes’ optimal hypothesis.

The major advantages, disadvantages and the use of
th:fle rnethods in signature verification are summarized in
Tablell.

FAR | ERR
Author Method %) @)
Houng
etal [10] Neural network 11.80 11.10
Fe”e'[g a HMM & SYM | 1260 | 14.01
pseudo-Cepstral
Va"'[’?%s aa coefficients& | 1466 | 10.01
SVM

Sansone
ool (15 SYM&HMM | 1245 | 1204
A"aTah;"aseb' & | uMM&KNN | 1103 | 1050

V1. CONCLUSION

The paper provides an overview of the most popular
methods used in signature verification. The advantages
and disadvantages of these methods are given which gives
an estimate of which method should be used in which
case. A handwritten signature is a result of complex
psychological procedure and therefore it is very difficult
to estimate it using any method therefore it is required to
find out the most optimal method that approximates the
distinguishing features of a signature and use it to verify
an individual. This paper provides a considerable amount
of clearance to understand which method is suitable for
signature verification. The most commonly used
strategies are matching by Dynamic Warping and by
using Hidden Markov Model. Dynamic warping
approaches give a flexible matching of the local features.
An HMM performs stochastic matching of a model and a
signature using a sequence of probability distributions of
the features along the signature. It is evident that hidden
markov model method is worthy of further research in
order to obtain better performance.
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Abstract— The main goal of this paper is to review
various techniques for mapping acoustical properties of
speech to the geometry of vocal tract which is helpful in
speech synthesis, speech  recognition, coding, music
control and in speech training aids. Mathematically,
the synthesis of speech from a given set of time-varying
articulatory parameters, known as direct problem, is well
understood but the inverse problem of estimating vocal
tract geometry from natural input speech is difficult
because of the non-uniqueness of acoustic to articulatory
mapping. Different techniques are discussed which may
provide visual feedback of articulatory efforts in speech
training aidsfor the hearing impaired people.
vocal

Keywords—  articulatory  synthesis, tract

estimation, speech training aids

I. INTRODUCTION (HEADING 1)

Articulatory synthesizer is a model for human
speech production from articulatory parameters like
lung pressure, jaw angle, nasality, tongue movement,
velum opening, lip opening etc. In articulatory speech
mimic, the articulatory synthesizer is combined with
methods for estimating its control parameters to
generate natural speech. The direct problem of
speech synthesis from a given time-varying geometry
of the vocal tract and glottis is well understood but the
inverse problem of estimating voca tract geometry
from natural input speech is difficult because of the
non- uniqueness of  acoustic to  articulatory
mapping. This has attracted many researchers to
esimate the articulatory parameters from acoustic
information obtained from speech and to display these
features for various purposes like speech training aids
for hearing impaired people, musical control, text-to-
speech synthesis, synthesis of best quality speech
from the recovered shapes, for coding etc.

In hearing impaired people, the absence of auditory
feedback eventually leads to speaking disability in
them. Hence, in spite of having proper speech
production mechanism, they are unable to speak. The
hearing impaired often tries to speak by visualizing lip
movements but they are not able to understand proper
articulation, speech intensity or pitch variations.
Several computer based speech training aids are
developed based on visual feedback of acoustic
parameters for the hearing impaired people.

This paper is structured as follows. Section Il
describes a simplified acoustic model of voca cord
and vocal tract. A review various techniques for
speech synthesis and acoustic to articulatory mapping
is discussed in section 111, followed by a discussion on
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methods for improving the estimation of vocal tract
shape in Section IV. A visuad model for speech
training aids is mentioned in Section V and Section VI
concludesthis paper and al so provides future scope.

1. ACOUSTICTUBEMODEL OFVOCAL TRACT

Human acoustic system of vocal tract and chord [1]
is depicted in Fig. 1. The vocal tract can be considered
as a non-uniform tube with varying cross sectional area
from zero to 20 cm? and of length 17 cm approximately.
When a person speaks, the subglottal air pressure is
applied, which leads to the oscillations of the vocal cord
model and results in the glottal volume velocity. Sound
is radiated from the system which results in volume
velocities at the mouth and nostrils.
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Fig. 1. Acoustic tube model of human vocal tract

Cross-dimensions of the human acoustic model are
small as compared to sound wavelengths, therefore
planar wave motion can be confined in the tract .The
vocal tract can be straightened out and hence
approximated as a variable-area tube and hence the
linear wave equation is valid. The shape of avocal tract
is completely specified by the area function, (x), which
specifies the cross-sectiona area as a function of
position along the tract, with x = 0 at the glottis end of
the tract. The pressure, P(x,s),and the volume velocity,
U(x,s) in the tube satisfy the pair of first order
differential equations (1), (2), assuming no viscous or
thermal losses.
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where, s is the complex frequency variable, p is the
density of air, and c¢ is the velocity of sound. By
Webster’s Horn equation [2], the volume velocity can be
eliminated from (1), to yield equation (3).

dy dd 54

— — — — A =0————- (3)

gr gx ¢ :
Similarly, an equation for U(x,s) alone can be derived
by eliminating P(x,s). These equations relate pressure
and volume velocity directly to area function. If
frequency dependent viscous and thermal losses M(x,s)
and wall impedance N(x,s) are considered [3] then the
equation is modified to

aM{xs) ¥
——— — = Nl =l ———— )

cx cx
Here the functions M(x,s) and N(x,s) can be computed
in terms of A(X).

I1l. TECHNIQUES FOR SPEECH SYNTHESISAND
ESTIMATION OF VOCAL TRACT SHAPE

There are two main problems in the area of
speech production. One is the direct problem of speech
synthesis from a given set of time-varying articulatory
parameters and other is the inverse problem of
estimating vocal tract geometry from the natural input
speech. The second problem
is relatively difficult because of the non-uniqueness of
acoustic to articulatory mapping.

A. Direct Problem

Speech signal can be synthesized if the articulation
information, like the area function A(x), the wall
impedance, and the loss parameters of the vocal tract,
are specified. Then (1) or (2) can be solved for any
given boundary conditions at the lips and glottis. With a
proper choice of boundary conditions, we can generate
the speech signal for avariety of sounds.

If the case of computation of non-nasalized vowel
sounds is taken with boundary condition at the lips is
such that the tract is terminated with the radiation
impedance, Z.(s). The solution for the pressure in the
tract which satisfy this boundary condition is Hp(x,s)
and the volume velocity at the glottis is unity. Let
Hu(x,s) be the corresponding volume velocity. Then the
volume velocity in the vocal tract due to any other input
Ug(9) at thedlottisis

Ufe.g) =
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In particular, the volume velocity at the lips is obtained
by setting x = L, the length of the vocal tract. The
function Hu(L, ) is called the transfer function of the
tract. Then the speech signal in the frequency domainis

S(Ls) = U{L.s)ifxE) ————— (6}

Flanagan, Ishizaka, and Shipley in [4] created such type
of articulatory speech mimic systems. Further they put a
closed optimization loop around their articulatory
speech synthesizer in [5] by comparing the spectra of
the synthesized speech with given spectra of
consecutive target speech frames. For each frame, an
optimization procedure tried to minimize an acoustic
distance between the two speech signals, thus, in effect,
estimating articulatory parameters by an analysis-by-
synthesis procedure. Further on these lines Schroeter et
al. continued and created a new articulatory synthesizer
[6], and an articulatory speech mimic [7]. Elsewhere,
similar approaches were taken (e.g., [8], [9]).

A magjor problem in articulatory analysis-by-
synthesis procedure is the initidization of the
optimization loop. One need to choose good startup
parameters since most optimization algorithms will only
find the local minimum of a given cost function that is
near the initial parameters. This can be achieved by
employing an acoustic-to-articulatory mapping. One
possible realization of such a map is caled articulatory
codebook.

1) Articulatory Codebook: It is a table of
corresponding acoustic and geometric vectors [10]. The
acoustic representation is given as a key to look up
(retrieve) the associated vocal-tract shape. Such
articulatory codebooks provides a good set of start-up
vectors for global optimization. In fact, if the codebook-
lookup were good enough, one might avoid the iterative
optimization altogether.

2) Non-Uniqueness: It can be seen that the acoustic
input impedance of the tract uniquely specifies the area
function while the transfer function does not. Two kinds
of nonuniqueness can be defined. The first kind is due
to the fact that different tract shapes may have (almost)
the same transfer function. The second kind arises from
the fact that the same speech spectrum may be produced
by two different tract shapes with appropriately selected
inputs at the glottis (vocal cords). Both types of non-
uniqueness have to be dedlt with in an articulatory
analysis/synthesis system. Direct problem of speech
synthesis is well understood but the inverse problem of
estimating voca tract geometry from natura input
speech is difficult because of the nonuniqueness of
acoustic to articulatory mapping. In order to show this
non-uniqueness lets discuss the inverse problem.

B. Inverse Problem

They employ techniques to estimating articulatory
information especially the vocal tract area function A(x)
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using acoustic measurements i.e. from the analysis of
the speech signal, but this inverse problem is dlightly
ambiguous because of the non-uniqueness of acoustic-
to-articulatory mapping. The voca tract shape can be
computed using numerous direct and indirect methods.

1) Direct methods: In these methods by exposure to
electromagnetic waves, the vocal tract shape is acquired
by extracting its various articulatory features. Following
are the various direct methods :

a) X-Ray: In this traditionally method [11], the
movement of vocal tract is captured on high speed films
using X-Ray beams and it provides the best view the for
speech research, but it is no longer in practice dueto its
possible harmful effects.

b) X—Ray Microbeam (XRMB): In this method
[12] the vocal tract shapes are estimated using a narrow
beam of high energy X-Rays which track the motion of
gold pellets glued at certain positions on the tongue,
jaw, lips, and soft palate. This provides detals of
articulators in the mid sagittal plane (side-view) and is
also known as an articulograph. User can aso control
the rate of display of the articulograph, and it also
displays the pitch, RMS trace of the audio signal, and
spectrogram.

¢) Multi-Channel Articulatory (MOCHA): Inthis
method [13] both Electro Magnetic Articulograph
(EMA) and Electro Palatograph (EPG) are used for
various utterences.The EMA provides details of mid-
sagittal plane similar to the XRMB sampled at a rate of
500 Hz. It uses 6 pellets to track the motion of vocal
tract. The EPG, on the other hand, provides tongue-
palate contact details at a sample rate of 200 Hz. It uses
62 contacts which are distributed along 8 rows over the
upper paate. Contact made by the tongue on any one of
the contact causes that particular contact to be shaded in
the display. The contact made in the first three rows, the
next two and the last three indicates an alveolar, palatal,
and velar contact respectively in an utterance. Thereisa
provision to simultaneously listen to the audio
recording and observe articulatory data for these
sentences.

d) Ultrasound imaging: This method [14] is
based on the application of ultrasound which produces
an image by using the reflective properties of sound
waves. Although its a non-invasive method without any
harmful effects on the speaker but the images produced
tend to be very noisy and estimation of places of
articulation is prone to error especially for the base or
the tip of the tongue.

€) Magnetic Resonance Imaging (MRI): In this
method MRI is used for vocal tract area measurements
directly [15]. A 3D volume could be constructed by
scanning over a period of around 65 minutes and taking
26 dices. The area then can be estimated by counting
the 3D voxelsin a given section.The major drawback of
this method is that the speaker has to be in supine
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position when articulating and also have to sustain the
articulatory position during the scanning. This may
cause speaker to get tired. Also the absence of
simultaneous speech recordings for corresponding
articulatory efforts hinders this method’s usefulness for
validation of vocal tract shape estimation.

2) Indirect methods : They employ various time-
domain and frequency domain methods to estimate the
vocal tract shape using acoustic measurements or from
the analysis of the speech signal.

a) Time Domain Methods: One of the acoustic
measurements for vocal tract shape estimation involves
measurement of the acoustic impedance at the lips [16]
by using a long impedance tube. The speaker has to
articulate without phonation, and hence this method
cannot be used for speech training.

Another method was proposed by Sondhi and
Gopinath [17] which is based on the time domain
specification of the input impedance, zin(t). They
showed that there is a unique one-to-one
correspondence between zin(t) for 0 <t < T and A(x) for
0 < x < cT/2. Further, the method can be generalized to
include the effect of losses and yielding walls [18],
[19], provided that these losses are known. However,
this method is not useful for deriving A(X) from the
speech signal, because one needs to make a
measurement of the input impedance.

b) Frequency Domain Methods: Almost 65 years ago
Borg [20] considered an ideal, lossless vocal tract and
proved a remarkable result that allows computation of
area function from the knowledge of certain sets of
igenvalues of boundary value problems associated with

(2.

Ladefoged et a. [21] estimated voca tract
shapes from formant frequencies. The first three
formants were extracted from speech and used for vocal
tract shape estimation of vowels. As different voca
tract shapes may correspond to the same set of formant
frequencies, constraints were imposed to exclude the
vocal tract shapes which are not physically possible.
Methods based on inverse filtering of speech signal
generally used linear predictive coding (LPC) proposed
by Wakita [22]. The method modelled vocal tract as a
lossless acoustic tube with equal-length segments of
varying cross-sectional areas as shown in Fig.2. The
analysis gives reflection coefficients which are used to
obtain the area ratios at the section interfaces using the
relation.

A 1+

Ag 1-7

where, Aiis the area of insection and riis the reflection

coefficient at the section interface of Ai and Ai+.

Generally, the scaling is carried out by assuming the

glottis end of the vocal tract to have a normalized area
of unity which is used as the reference area for scaling.
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Fig. 2. Vocal tract modelled as sections of equal length and varying
area

However, the change in the area at the glottis end
during speech production introduces gross errors during
dynamic estimation of the vocal tract shape, as also
seen in MRI images [23] for different utterances. Hence
the assumption of a constant reference area at the glottis
end cannot be considered.

IV. METHODS FOR IMPROVING ESTIMATION OF
VOCAL TRACT SHAPE

The proposed solution to improve the LPC based
estimation done by Wakita [22], is to use the area of
mouth opening i.e. the inner lip contour area as the
reference area for scaling purposes. Nayak et al. [24]
estimated the required inner lip contour area from the
video recording of speaker’s face during speech
utterance. The points corresponding to lip opening were
manually marked and joined using straight line and the
number of pixels within the polygon formed was used
as its area. This was repeated for all frames of the
video. The area values were normalized by the area
obtained for the largest opening, which occurs during
the utterance of vowel /a/. It was reported that the
scaling of the vocal tract using the area of mouth
opening resulted in better estimation of vocal tract
shape area compared to the one obtained by using a
constant reference area.

Fig. 3. Block diagram for inner lip countour area detection

Jain et a. [25] continued on these lines and devel oped
an image processing technique based on colour
transformation and template matching for consistent and
accurate detection of the inner lip contour.

This technique was robust against variations in
illumination, skin hues across speakers and also not
affected by the presence of tongue and teeth. It is
compared with reference to manually estimated values
and the results were much better. Block diagram of the
technique used for detection of inner lip contour is
depicted in Fig.3.
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V. VISUAL SPEECH TRAINING AID

Normal people can acquire the ability to
control various articulators parameters like lung
pressure, jaw angle, nasality, tongue movement, velum
opening, lip opening etc. by the age of four since they
receive both visual and auditory feedback. However,
hearing impaired people do not have access to the
auditory feedback and hence they are not able to speak,
in spite of having proper speech production mechanism.
They have neither auditory loop nor any remembrance
of speech by themselves. Lip reading technique also
fails, since vowels & consonants with tongue movement
hidden in the mouth are not distinguishable to them by
simply visualizing lip movements.

Speech-training systems can be designed based
on visual or tactile feedback of acoustic parameters
such as speech intensity, fundamental frequency,
spectral features or based on feedback of articulatory
parameters such as voicing, nasality, lip & vocal tract
movement [28]-[29]. The tactile feedback is difficult to
understand, delayed and unnatural whereas visua
speech training aid provides better feedback as the
person’s voice and articulation can be immediately
shown on the computer display. This way, hearing
impaired person would be able to evaluate and correct
their utterance or pronunciation based on expected and
actual parameters that are displayed to him. Like, they
can compare the articulation of their vocal tract shapes
with the reference articulation and suitably correct their
articulation defects.

Fig. 4. Speech training aid based on visual
feedback

V1. CONCLUSION AND FUTURE SCOPE

In this paper a review of various available
techniques for mapping acoustical properties of speech
to the geometry of vocal tract is done. After a brief
introduction of the acoustic system of voca tract, the
direct and inverse problems are discussed. This led to
the discussion of the important issue of non-uniqueness,
that is, more than one tract shape can produce a given
tract transfer function. Various ideas for alleviating this
ambiguity are discussed. Also a discussion on how to
reduce errors in estimated vocal tract shape, caused by
variation in the area a glottis end is done. By
considering lip area as a reference for scaling instead of
glottis area, this problem can be solved. Finadly the
model of visual speech training aid is presented.
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It remains to be seen if novel and improved
applications of image processing and neural network
are considered, the lip area estimation may further be
improved and it may provide significantly better
mappings than the other approaches.
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Abstract:- Stethoscopeis one of the critical tool used to
assess a patient's health by performing auscultation.
The addition of electronic circuit in the acoustic
stethoscope is called Digital stethoscope. Digital
stethoscope utilizes a microphone, amplifier and
electronic circuit as modifiers of the acoustic signal into
digital.

Moduletest isrequired to test product functionalities
and reliabilities. The device which is to be tested is
digital stethoscope which is called as AYU lynk .This
Paper includes hardwar e designing of PCB test jig using
NI Virtual bench and python that will be used for
automated testing of Digital stethoscope. Automated
Test Equipment (ATE) will verify the PCB’s
functionality and its behavior .The test procedure
includes generating test cases through Ni virtual bench.
These test cases will verify the functionality of various
components on PCB and determine the test as pass or
fail. These testing results will be used to detect the exact
fault location on PCB. These will reduce time, efforts &
errors in testing and evaluating circuit parameters of
stethoscope.

Keywords. Automated test equipment (ATE), NI Virtual
Bench, Digital stethoscope, Device under test (DUT), JIG.

|. INTRODUCTION

An automated test equipment system (ATE) is
composed of test instruments that are capable of
applying stimuli and taking accurate measurement
under the control of computer that is used to test
device, known as the Device under Test (DUT) or
Unit under Test (UUT) [2]. ATE can be used to test
simple electronics components like resistor, capacitor
to very complex Integrated Circuits and PCB [5].

The jig here is an ATE system that is a customize
tool made for testing of the particular stethoscope
PCB [2]. It ensures proper working of the stethoscope
PCB. It tests for working of each component of the
PCB. The GUI of the application will be completed
with the help of Pyqt5. All the data from the jig will
be forwarded to NI Virtual Bench .The messages will
also be displayed on to the GUI. The purpose of
testing is to detect defective PCB, to find out which
part of PCB is not functioning properly, to avoid
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defective PCB assembly at Production Line, to avoid
Field failure and reloading of finish product, to collect
data of faults for analysis purpose [2]. There are
Several PCB test strategies to choose from including
boundary scan and manufacturing defects analyzers

1. PRELIMINARIES

This section provides the description of how
planning of the design of jig is carried out. The basic
of the Digital stethoscope is to be studied to design

Jig.
A. Working of Digital stethoscope PCB

It consists of battery, LDO, mic, filter and
headphone and mono amplifier. LDO is use to give
accurate low voltage of 3.3V from battery. Heart beat
sound is received by mic circuit which is given to
filter section. It will filter out al unwanted
signal/frequency and pass only heart sound .filter
sound is given to headphone and mono amplifier to
amplify signal. The supply for al IC is given from
LDO outpui.

Fig.1.Ayu lynk attached to normal stethoscope

B. Methodology

Digital stethoscope ATE is designed to check the
following section.

1. Battery output and charging circuit.

2. Low drop out voltage section.

3. Filter section

4. Amplifier section.



MULTICON-W: IC-TELCON 2019

Fig.2. Block diagram of ATE

The power supply from NI is given to Digital
stethoscope and Logic circuit and digital 1/O inputs
from NI is given to logic circuit to control select line
of Demux IC. The JIG contain pogo pins which
directly get contact with Digital stethoscope PCB
through via points of which voltage value need to
check and output of pogo pins are given to Demux
channel in logic circuit. Depending upon select line,
logic circuit will provide appropriate output at specific
interval and it is measured by digital Multimeter of
NI.

The automation of all input and output is done with
the help of python language and all input and output
and details of pass and fail criteria is be display on
GUI .NI Virtual Bench application requires zero
installation and can load automatically via Windows
Auto play when connected through USB. Virtua
Bench is an al-in-one instrument that integrates with
PC .It combines a mixed-signal oscilloscope, a
function generator, a digital Multimeter, a DC power
supply, and digital 1/O into a single device. JG is
device which contains PCB that is design according to
required test point and pogo pins are mounted on this
test points. On this pogo pins device to be testes are

kept.
1. IMPLEMENTATION

1. Hardware

In this experiment JIG is used to hold DUT for test
and logic circuit to link jig and NI Virtual bench.

1.1JGPCB

Jig PCB is used to hold assembled PCB [8].It
consist of pogo pins which will be directly get
connected to PCB through via points and it will give
appropriate voltage of particular point.[4] The circuit
designing of jig is completed using multism. PCB
layout is done with the help of Altium.

Fig.3.Assembling of JIG with digital stethoscope

device
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1.2 Logic circuit:

It consist of 16:1 De-multiplexer 1C .All voltage
value from pogo pins are given to 16 channels of
Demux and depending on select line of Demux
Jparticular channel voltage will be present at Demux
output at fixed interva

Fig.4. Logic circuit

of time through python coding with NI virtual bench.
Supply to logic circuit is given from NI Virtua
Bench.

1.3 Experimental setup

Below connection consist of PCB JG, Logic
circuit, assembled PCB to test and NI virtual bench.
Assembled PCB is placed on JIG which contains pogo
pins whose output is given to logic circuit. Logic
circuit contain Demux IC, depending on channel of
Demux selected via NI virtual bench I/O pins, the
output of IC is given to digital Multimeter of NI
virtual bench. The supply to digital stethoscope and
logic circuit is given by NI Virtual bench.

Fig.5. Experimental setup

2. Software
Software PyQt5 and Python isused in this project

2.1 Python

The Selection of Python code is due to its
compatibility with NI Virtual Bench .It is used to
integrate NI virtual bench with JG and to automate
whole setup. Latest version is python 3.7 is used for
showing final output.

2.2 PyQt5

To develop Graphical user interface (GUI), PyQT5 is
use to display all input, output detail and also pass and
fail criteria
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IV. RESULTS

Following step need to perform to obtain result
1. Open GUI which will look like below

Fig.6. GUI of ATE

2. Enter Device ID, model type and click on start.

3. After clicking on start, the main code will run at
backend which will take voltage reading from PCB
and compare with pre-defined values.

4. After completion of test it will pop up result
window which contain individual voltage value along
with pass and fail comment.

Fig.7. Final results

V. CONCLUSION:

Automated test jig is dtill in process of
development as to provide outer casing to whole setup
and to store result directly in particular folder in text
file. In this paper we have successfully investigated
the automated testing of PCB is much faster,
appropriate and human error free than manual testing.
Test automation when carried out in a planned
manner, offers great benefits and is therefore worth
considering.

The jig is now programmed to test proper working
of various components of the stethoscope. Test results
are obtained as pass or fail. This jig aso helps to
locate the exact faulty Component on a particular
PCB. System is developed using python, NI virtual
bench and PyQt5
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Abstract— Multiple types of Generators have been in
existence ever since Faraday invented the first electric
generator in the year 1831. Each Generator has it own
designated power output capability at a certain speed.
Considering latest commonly used gener ator, it consists of
multiple poles with no enough amount of winding space
available for the copper wires to be wound on it
(Comparatively lessin this case). Basic knowledge suggests
that more the number of turnsin the conductor more will
be the power generated when a magnetic field cuts it at
maximum attainable rotational velocity. This generator
will be termed as a double acting single-phase generator
(DASPG). The propose generator provides a bigger space
for conductors to be wound around and also provides a
structure that can connect multiple of them in a row.
Another unique thing about this generator is that it
provides a free moving multi-directional axis for the
magnets to rotate on one axis and revolve on the central
axis respectively, so as to provide a sudden push/punch of
energy/magnetic flux in the iron core and results in
amplitude spike hence giving an output of higher voltages
at a lower rotor rpm. This device may also be used as a
transformer in some cases where in the device will
produce extra energy in the secondary/output coil acting
asatransformer aswell asa generator.

Keywords— Amplitude, Generator, Iron core, Voltage, rpm,
double acting

|. INTRODUCTION

A generator is device that converts mechanical
forcelenergy into electromotive force/ electric energy
which is used in externa circuits/ electrical loads.
Almost 97% of the city is power by the generators in
huge power plants, and rest is powered by a low output
generator that is solar panel wind mill etc. A generators
basic function is to provide electricity to any external
circuits circuit connected to it.

Fig. 1: Flemings|eft hand rule
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Generators in 1917 used to be dc current source of
power as these generators produced a direct current
supply. A basic Flemings left hand rule helps us
understand how current is produced when magnetic is
field is cut with a conductor. All the parameters in this
case have to perpendicular to each other to have
maximum effect/absorption of energy. The faster the
magnetic field cuts the conductor, more will be the
energy produced.

Electromotive force is a measurement of the energy that
causes current to flow through a circuit. It can also be
defined as the potential difference in charge between
two points in a circuit. Electromotive forceis also
known as voltage, and it is measured in volts.

Fig. 2: 1917°s 300amp 7volt dc generator

The above shown generator from 1917 could produce
up to 300 amps of current at 7 volts and had multiple
commutators connected to it which provide massive
amount of frictional force to the rotating quantities thus
causing it to lose its efficiency.

This was until Nikola Teda invented the Ac motors and
generators that turned out to be much better compared
to the old outdated dc generators. In the ac generator,
the magnetic field is rotated around a certain fixed path
so as to have maximum magnetic field cutting the
conductors and this also provided a benefit of not using
commutators. Another benefit of ac is that it can be
transmitted over a longer distance with least amount
losses experienced towards transmission. Ever since the
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Inventions the ac generators has been preferred always
all over the worlq:

Fig. 3: First hydro power plant

I1. CONCEPT AND DESIGN

The generator prototype built is a theoretically
imagined idea of having a multipurpose device in one
block. The device being 35cm long and 15 cm long it
can work as a generator as well as a transformer at the
same time. The device basically uses the same
components as used in a general transformer/generator.
The ferrite core (iron) is the major component as the
magnetic flux passes through it feeding it to the copper
coils. Another theory that we would like to suggest is
that, if the tip of magnetic flux accepting face of the
core is rough and pyramidal shape the magnetic flux
can enter/exit with much less resistance to its flow
intended to increase the efficiency of the device.

Fig. 4: Ferrite plate for magneti core

Multiple plates of these ferrite material are used so asto
reduce the Eddie current that produce opposing
magnetic field that may cause losses/magnetic friction
in the device. These sheets are placed perpendicular to
the magnetic field thus facing number of sheets reduce
the opposing Eddie currents generated due to induction.
The Copper wires/coils are wound on these ferrite core
which convert magnetic flux in electric quantity. The
energy production of a generator is dependent on the
speed at which the magnetic field cuts the conductor
and more the number of conductors wound on the
stator.
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Fig. 5: Generator coils (Copper)

DESIGN: Considering all the above given criteria’s a
design of this multipurpose device was imagined and
sketched as per the requirements. The independent
magnets are set to rotate across its own axis fixed to a
place directly perpendicular to each of the iron core
plates. The secondary magnets are fixed within a
flywheel that makes it revolve around the shaft, also
perpendicular to the iron core plates when in a certain
position.

Fig. 6: Design of the DASPG (master diagram)

The secondary coil (6) (7) housing is made to rotate in
the opposite direction using a gear box (2) with 1:1
ratio. This ratio provides equal momentum to both the
sides of the gear box.

In the generative state the secondary coil (6) will
produce more amount of energy at higher frequency
compared to the primary coils (10) in the stator, as the
changing magnetic field in secondary coils cuts twice as
fast as compared to the primary coil (10). a: represents
the gap between the iron core and the magnets which is
kept constant throughout as 0.2cm. As per the
dimensions of the DASPG the flywheels are designed
accordingly as follows. All dimensions are fixed to a
vaue of 9cm diameter.
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Fig. 7: Design of stator rotor wheels

The point noted as (7) in the above given diagram
represents this particular diagram in brief. The above
given design represents the holding wheel, that holds
the stator rotor iron corein its place.

Fig. 8: Design of flywheel

The above given design is a wooden fly wheel that is
meant to maintain momentum of the spinning rotor.
This flywhed is designed to have a heavy
circumference and a light weight centre which helps to
maintain momentum of the rotating parts.

Fig. 9: Design of magnet flywheel
The above given design represents the flywheel that
holds magnets for the generator. Each magnet is 90
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degree apart from each other and perfectly aligned and
at the centre position with the stator rotor core pieces.
Also, with a size of 9cm diameter this flywheel
perfectly fits into the DASPG with a centre hole for ball
bearing to be attached. A 22mm diameter ball bearing is
used in every part of the DASPG. As marked in master
diagram this design is of the part named as (6) and (5)
marks the magnets that it holds within it.

DRIVERS: The DASPG can surely be driven by any
engine/motor to power or provide an output. In terms of
transformer function the motor in used to power the
rotation while the DASPG is used as a transformer or as
an aternator. Thus, for this criterion, a single-phase
self-starting motor is also designed to have a high
starting torque with a vortex rotating magnetic field.
This differentiates the swastika motor for the genera
motors as its poles are inclined at an angle to provide a
starting torque that a usual single-phase ac motor can
not provide, and cannot self-start.

Fig. 10: Swastika motor stator design

The stator as designed produced magnetic losses as the
spaces between the poles do not produce the needed
magnetic intensity for the rotor to spin.

Thus, the poles during designing and poles after
congtruction are twice in number to increase the
intensity of the vortex rotating magnetic field. The
angels in the stator provide the vortex rotating magnetic
field that helps the single-phase ac motor to self-start
with no external circuitry.

Fig. 11: Swastika motor stator construction
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Accordingly, a rotor is also required for the swastika
motor which is also designed as per the specific
dimensions as displayed in the design diagram.

Fig. 12: Swastika motor rotor design

The rotor consists of copper plates/tubes that provides
induction. Induction motors are not generally self-
starting, but the inclination of the rotor copper
bars/plates and stator core provides self-starting
parameter to the single-phase ac induction motor.

1. MATHEMATICAL EXPRESSIONS

Consider a coil of length | and w be the width of the
coil. Velocity of the cail is given by v where v=w w/2.
Assume it to rotate with an angular velocity w in a
uniform magnetic field B. Emf induced in each side is
given by the product of perpendicular component of B
with its length and velocity. Mathematically,

=B (sn®)lv M

Where (sin ©) gives the perpendicular component of the
magnetic field to the instantaneous direction of the
motion and © is the angle of magnetic field when
subtended in the normal direction of the coil.

Therefore, the motional emf generated from one side of

the coil is

€= (BAwsin 6)/2 (n
Where a= wl. The value of emf is 0 when ©=0° or 180°.
The maximum value of emf is 1 when 6= 90° or 270°.

If the coil has N turns, then the emf generated around a
steadily rotating, multi-turn coil in a uniform magnetic

coil is:

e=NBA.wsin(wt) (1n
Where © is written as wt for a steadily rotating coil.
Therefore, the maximum emf in terms of frequency can
be written as

emax=NBA2xif (1v)
Here, f=w/2n is the number of complete rotations the
coil executed per second.

Therefore, equation (2) can be written as

€= emax sin(2ift)

(V)
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Hence, it can be noted that the maximum emf is directly
proportional to the area, the number of turns and the
rotation frequency of the coil. It is aso directly
proportional to the magnetic field strength.

If aresistive load R is connected across the coil of the
generator, then according to the Ohm’s Law, the current
isgiven by

I= ¢/R=
)
Due to the presence of coil in the magnetic field, the
current givesrise to torque.

{emax sin (2aft)}/R

T =NIBsinGA
T =(0 D

(V1)
(V1)

An external torque which is equal and opposite to the

breaking torque must be applied to the cail if it isto
rotate uniformly. The rate at which the external torque P
works is the product of torque T of the coil and the
angular velocity w of the coil.

P=Tw=01 (IX)
The rate at which the external torque performs works
exactly matches the rate at which electrical energy is
generated in the circuit comprising the rotating coil and
the load.

IV. APPLICATIONS

A. SMALL APPLICATIONS

Sizes ranging from 3 to 2000 KW generators can
be used for powering remote areas and unurbanized
areas as they are a great source of energy when
powered by hydrocarbon fuel operating engines,
hydro power turbines, etc. And can cost below the
average costing of atraditional generator.

As AC generation and transportation is
comparatively easy for long distance. Home and
office outlets can be operated on AC from fur
distances. Electrical power loss in transmission is
less over high voltage usage. Thus, such a
generator can power a small size building with a
load of certain appliances.

Home appliances can depend on AC generators
such as Fridge or dishwashers during the electricity
shortage time. A small generator would always be
help full for a house hold to power enough energy
for important appliances.

B. LARGE APPLICATIONS

The requirement for large applications is about
200kW to 18MW such as mining, oil and gas
extraction power plant etc. On a bigger scale these
generators could link up one behind the other to
form a chain of generators driven only by one
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turbine powered by numerous varieties of
engines/turbines.

Small scale applications AC is similar to large
scale but the requirements differ as the large scale
need much more engine power and turbine power
for generators to produce electricity.

V. RESULTS

As GENERATOR: The double acting single-phase
generator has proven to be a stable generator with
voltage spike on the crest of its produced sine wave as
predicted. The punch of magnetic flux was also
observed as the current spiked up at a 60-degree delay
to voltage resulting in a power output boost/punch. This
dramatically proves that the magnets when aligned in
pair of 2 or more and alowed to rotate in different
rotational axes, do produce an extra amount of energy at
the intervals, considering the sine wave crest and
troughs.

As TRANSFORMER: The secondary coil (6) when
powered by ac supply, and is allowed to rotate at its will
also dlowing the magnets to rotate in the respective
axes give an abnorma pattern on the CRO screen
(experimental views) thus resulting in a low efficiency
transformer due to heavy leakage of magnetic flux but
in this case, it also certainly generates its own power
due to rotation of magnets even while working as a
transformer. Thus, somehow does not have a very low
efficiency comparatively.

Swastika motor: the stator of this motor has its pole
inclined to a certain angle which produces vortex
rotating magnetic field. The poles in this case are 8
poles to maximize the magnetic strength of the field
intensity.

Fig 13: Snastika motor rotor design
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V1. CONCLUSION

Double acting single-phase generator is research project
based on the alignment of multiple magnets with
different rotating axes to test an experimental
phenomenon discovered/thought off by the group
members keeping in mind the transformer functioning
and its generation capabilities.

Thus, the double acting single-phase generator can be
used as a moving core transformer as well as a
generator at the same time. The transformer part of this
device having moving core is an experiment to check
the behavior of the magnetic flux through magnets in
the direct path of transformer core to examine the
increase or decrease in the flux density.

The present fractional horse power generations have a
circular stator with least amount of winding space for
the generator coils hence leading to less power
generations.

The power emphasis is on the rotor and the stator in
electric generators to rotate in the opposite directions to
create or generate more power. Work proposes to
overcome the problem by using long cylindrical stator
which enhances winding space hence would increases
the efficiency.
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Abstract— The strength of the Solar PV framewor ks ought
to be observed ceasdlessly for their better execution and
upkeep. For PV frameworks introduced at rustic areas,
remote observing abilities give the data ahead of time
when framework execution is debased or is probably going
to come up short. In view of this data, preventive upkeep
can be done to enhance the execution and life of the
framework, in this way lessening the general working
expense. The proposed framework will be fundamentally
founded on loT. By utilizing voltage and current sensor
interfaced to a microcontroller we can send the obtained
information through a Wi-Fi module to remote station or
center point and even the wellbeing of the boards can be
seen in an application. In this manner if any board needs
fixing just those boar dswill be visited and fixed.

Keywords—Monitoring, 10T, Solar panels, Renewable
Energy.

l. INTRODUCTION

The Project is centered on the notion that solar
panels should be monitored on a regular basis to ensure
their proper functioning. As solar energy becomes more
accepted as a viable source of renewable energy,
quantitative information on a system’s post install real
performance becomes a major concern. There are many
factors that can impact a system’s real world
perfformance such as a bad cabling (high
resistance/impedance caused by loose connectors or
improper wiring), defective inverters, inconsistencies on
solar panel output, environmental factors like weather,
accidental damage, as well as genera manufacturing
defects.

Light force level speaks to an essential parameter
concerning the viability of the sun powered board, the
gathered sun based vitaity which changed over to the
electrical power is relative with the immediate
dimension of light intensity.

Residue thickness levd is the other parameter which
speaks to an impediment between light pillars and the
front surface of the sunlight based board. The residue's
particles stores on the board which will diminish the
measure of radiation faling on the PV cells from the
daylight [8]. Other than the assortment of residue
thickness in each locale, the point of the surface can
gather more residues. The more flat is the surface, the
more residue particles will be gathered on that surface.

(9]

Encompassing temperature has high need impact on
the sun powered board adequacy. In other word,
expanding board temperature esteem is prompting
decrease the conveyed power from the board [10].
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Surrounding  mugginess  additionally  influences

adversely the board execution [11].

The cost of ownership of a solar system is tied very
tightly to the system’s ability to produce a minimum
quality of service over a period of time in order to
accurately calculate the system’s Return on Investment
(RQOI) period. In many cases the solar panels in rura
areas are neglected for their performances and no further
action are taken even when the panels malfunction
altogether.

This project will help monitor the important factors
in proper functioning of the panels and reduce the onsite
visits for panel monitoring which in this case might be
very remote. India is the second largest nation in the
world in terms of population. Indiais also considered as
the fastest growing economy of the world. Even today
70% of the country’s population lives in rural areas.
Electricity has reached many rura areas till date but
many areas ill struggle to get just a few hours of
electricity. Many areas are also deprived of even getting
it. In such situations the use of renewable energy sources
proves to be very useful. The government also funded
projects involving use of renewable energy resources.
One of them is solar energy.

The government supported the installation of solar
streetlights in many rural areas which were otherwise in
darkness. These streetlights proved to be very useful as
the roads became accessible after evenings. But due to
some reasons these streetlights malfunction or give less
output than desired. Because of this the revenue invested
by the government is wasted. This problem is not
addressed at the proper time by the locals mainly
because of lack of communication. It is aso not possible
for the locals to do a time to time analysis of the panels
in the rural areas as that will also require huge revenue.
To tackle this problem and to make sure the streetlights
installed are working in their best phase we are
developing this project.

The final product will help the locals too to monitor
the panels around them and communicate to the officials
if any fault arises. The data recorded will aso be
transmitted to a remote station from time to time. So
there will be no need to visit every area for fault
analysis.

Il.  PROPOSED WORK

A. Voltage Sensor

A draight forward yet exceptionally valuable
module which utilizes a potential divider to lessen any
info voltage by a factor of 5. This enables you to utilize
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the simple contribution of a microcontroller to screen
voltages a lot higher than it equipped for detecting. For
instance with a 0-5V simple information extend you can
gauge a voltage up to 25V. The module additionally
incorporates advantageous screw terminals for simple
and secure association of awire.

This module depends on standard of resistive voltage
divider configuration, can make the red termina
connector input voltage to multiple times littler. Arduino
simple information voltages up to 5 v, the voltage
location module input voltage not more noteworthy than
5Vx5=25V (if utilizing 3.3V frameworks, input voltage

not more prominent than  3.3Vx5=16.5V).
Fig.1. Voltage Sensor
TABLEI. VOLTAGE SENSOR SPECIFICATIONS
Divider ratio 5:1
Resistor Tolerance 1%
Input Voltage 25V
Resistor value 30K/7.5K Ohm

B. Current Sensor

The gadget comprises of an exact, low-balance, straight
Hall circuit with a copper conduction way situated close
to the outside of the bite the dust. Connected current
coursing through this copper conduction way produces
an attractive field which the Hall 1C changes over into a
relative voltage.

Arduino AVR chips have 10-bit AD, so this module
mimics a goals of 0.00489V (5V/1023), so the base
voltage of info voltage recognition module is
0.00489Vx5=0.02445V .

Fig.2. Current Sensor

C. MSP430

The MSP430 is a blended flag microcontroller
family from Texas Instruments. Worked around a 16-bit
CPU, the MSP430 is intended for ease and, explicitly,
low power consumption inserted applications. The
MSP430 can be utilized for low fueled inserted gadgets.
The current attracted inactive mode can be under 1 pA.
The best CPU speed is 25 MHz It very well may be
throttled back for lower control utilization. The M SP430
likewise utilizes six diverse low-control modes, which
can incapacitate unneeded timekeepers and CPU.
Furthermore, the MSP430 is fit for wake-up times
underneath 1 microsecond, permitting  the
microcontroller to remain in rest mode longer, limiting
its normal current utilization.

Fig. 3. MSP430 Launch pad

TABLE . MSP430 SPECIFICATIONS
Supply Voltage 1.8-3.6V
Flash Memory 16KB
RAM 512B
Clock Freguency 16MHz
D. ESP8266

The ESP8266 is a minimal effort Wi-Fi microchip
with full TCP/IP stack and microcontroller capacity
created by Shanghai-based Chinese maker Espressif
Systems. The ESP8266EX microcontroller coordinates a
Tensilica L106 32-bit RISC processor, which
accomplishes additional low power utilization and
achieves a most extreme clock speed of 160 MHz The
Real-Time Operating System (RTOS) and Wi-Fi stack
permit about 80% of the preparing capacity to be
accessible for client application programming and
advancement.

Fig.4. ESP8266
TABLEII. CURRENT SENSOR SPECIFICATIONS
Output Sensitivity 100mV/A TABLE IV. ESP8266 SPECIFICATIONS
Operating Voltage 3-5V Operating Voltage 3.3V
Internal Resistance 1.2mOhm Digital 1/0 Pins 12
Operating Temperature -40°C - 85°C Anaog Input Pins 1
Clock Speed 80MHz/160MHz
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I11. BLOCK DIAGRAM.

IV. IMPLEMENTATION

The proposed system will be basically an lot system
which senses data from one place and transmits it to a
remote base station. The various important steps in the
working are asfollows:

A. Voltage Measurement

Voltage sensor utilizes basic voltage divider plansto
bring the information voltage level to quantifiable
voltage. The voltage division level is acclimated to get
the best goads for the info voltage level with the
assistance of a couple of exchanging resistors.

B. Current Measurement

The present sensor utilizes low ohm current
detecting resistor (0.05 ohm) to measure the current. The
voltage over the present detecting resistor is enhanced
and bolstered into the Analog to Digital Converter of the
microcontroller. The gain of the enhancement of the
hardware is acclimated to get the best goals for the
sensor with the assistance of a couple of exchanging
resistors.

C. Data Transmission

Positioning Fig.s and Tables: Place Fig.s The data
collected from the current and voltage sensors is to be
transmitted to remote station or a server. For this
purpose we are using Wi-F module ESP8266. It will
transmit the data acquired every time the user is
connected to the internet. The Wi-F module consumes
less power and has a high clock speed.

D. Data Display

When the user accesses the website or the
application on a proper network the required data is
displayed on the screen of the respective devices which
is in the form of a database. The user will also receive
alertsif the readings are not optimum or specified as per
the ratings.

V. FUTURESCOPE

The proposed system will be basically an lot system
which senses data from Acknowledgment (Heading 5) A
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sensor network can be developed to monitor alarge area
of solar panels. A temperature sensing unit can be
incorporated to maintain the temperature of the system.
Local people can be guided remotely through the
application or website for correcting any faults occurring
in the system.
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Abstract—Brushless DC Motors which are also called as
electronically commutated motors or synchronous DC
motors, are synchronous motors. They are powered by DC
electricity via switching power supply or an inverter which
produces an AC electric current to drive each phase of the
motor by a closed loop controller. This project is used to
measure and control the speed of BLDC motor using an
IR speed sensor mechanism. Controlling the speed of
BLDC motor isrequired in industries. BLDC motors are
used in industries for various applications such as drilling,
spinning, lathes, elevators, etc. This system provides
competent and proficient mechanism for controlling the
speed of BLDC motors. An added advantage this system is
energy conservation as the components used are power
efficient. Here we are using IR sensor, at the output of
BLDC FAN MOTOR. When BLDC motor rotates, IR
sensor will detect its speed and system will control its
speed according to the requirement. When the speed of
BLDC motor is high and required speed is low, IR sensor
will detect the speed and system will respond as per the
need. The cost of this circuit is also low, so it would be
valuable and profitable to the industries if they adopt and
implement this system as their efficiency and profits will
escalate consider ably.

Keywords—BLDC motors, automated, Speed control

I. INTRODUCTION

We have developed this porta so as to help the
industry as well as the workers during operation. This
project will totally digitize the workload in industries.
Here with the help of IR sensor we will read the speed of
BLDC Motor and system will respond to it. Here the
workload of human is eliminated by reading the speed
automatically and it will set the speed according to the
input given. The brushless DC motor is a synchronous
electric motor that, from a modeling perspective, looks
exactly like a DC motor, having a linear relationship
between current and torque, voltage and rpm. It is an
electronically controlled commutation system, instead of
having a mechanical commutation, which is typical of
brushed motors.

Additionally, the electromagnets do not move, the
permanent magnets rotate and the armature remains
gtatic. This gets around the problem of how to transfer
current to a moving armature. In order to do this, the
brush-system / commutator assembly is replaced by an
intelligent electronic controller, which performs the
same power distribution as a brushed DC motor. BLDC
motors have many advantages over brushed DC motors
and induction motors, such as a better
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speed versustorque  characteristics, high  dynamic
response, high efficiency and reliability, long operating
life (no brush erosion), noiseless operation, higher speed
ranges, and reduction of electromagnetic interference. In
addition, the ratio of delivered torque to the size of the
motor is higher, making it useful in applications where
space and weight are critical factors, especialy in
aerospace applications. IR Sensors is seridly interfaced
to microcontroller in order to get the speed of BLDC
Motor. Microcontroller is connected to motor driver
circuit which controls the speed as per the requirement.
In this way the proposed system can be very useful for
the Industries in the absence of workers.

Il. REALATED WORK AND DESIGN RULES

A. Technological Solution

Transforming traditional cities into
SMART cities, since they provide the core
tourism to the local public as well as foreign
tourists.

Easy to use and flexible module to help
people of al kinds.

Smart power consuming module with the
help of IR sensors.

Wireless solution to the tourists so as they
are not strangled at one place bu can roam
around while listening to the information
through the wirel ess Bluetooth headphones.

Can be utilized by the physicaly
challenged people as well as there are
provisions for deaf, dumb and blind people.

The RIDT module also provides the local
as well the foreign tourists to listen to the
guide information in their own native or
familiar language which will extensively
eliminate the language.



MULTICON-W: IC-TELCON 2019

B. Scope

As the use of workers is increasing in different
industries. This system will reduce human workload.
Input shaping is occurred in this portal which will be
automated without any human work. IR Sensor is used
to measure the speed of BLDC Motor which gives input
to the micro-controller that is in closed loop with the
motor driver circuit. Motor driver circuit is used to
control the BLDC Motor as per the need. Further this
system can be implemented where BLDC Mators are
used such as Lathe machine, drilling, spinning,
elevators, etc.

I11. SYSTEM ARCHITECTURE

A. Applications

Used at industries

This module can be useful at many popular
industries where the use of drilling, spinning,
lathe machine is generated.

Can be used by private company

This module can turn out to be very useful and
effective for the private companies as this will
completely eliminate the wholesome cost of a
physical work by implementing this machine.

Can be used for disabling the use of people

This module can turn out to be very useful for
eliminating the use of human as it will operate
by itself.

Easy to use
This module is very easy to use as the user

has to implement this system with the
machine in use and it will work easily.
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B. Designing of Model

1) Power supply circuit given to motor driver

Power supply is given to Transformer which gives
its output to Rectifier. Rectified output is given to
Regulator where voltage regulation takes place.
Regulated supply is provided to motor driver circuit.

2) Designing the motor driver circuit

A motor driver circuit is designed to drive the
BLDC Motor accordingly.

3) Interfacing the BLDC Motor to IR Sensor

IR Sensor is used at the output of BLDC to measure
its speed and give it to micro-controller.

4) Programming the micro-controller

Here comes the software part, we need to program
the module as per the requirement of speed and
displaying its speed on LCD display for which this
module is generally designed.

5) Connecting the LCD display to micro-controller

LCD Display is connected to the micro-controller
which will display the current speed of BLDC
Motor.
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Abstract—This project outlines the implementation of
Peltier driven heating system. Heating jacket works
according to the atmospheric conditions. If the
atmosphere is cooler than the required for an individual,
then the jacket gives the required amount of warmth to
the human body, without causing any side effects. This
jacket entirely depends upon the principle working of
“Peltier effect”. The product simply uses electrons rather
than heater as a heat carrier. This cooling or heating
system does not contain any moving parts like compr essor
or solution pumps and also it does not require any
condenser, expansion valve or absorber. So, its productive
design is simple and easy to construct. In this project, the
working model of jacket utilities the required essential
thermo eectric modules that plays a vital role for the
performance. The performance of this mode is
experimentally evaluated with copper cabinet. The present
article available till date explains about how Peltier cooler
is used in jacket and its advantages over conventional
cooling system. Heating jacket reduces the use of
convectional Heating system, therefore effect of skin
cancer, ozone depletion potential, and global warming
potential reduces. This jacket is compact in size, easy to
manage and is eco-friendly in nature. Because of all
these reasons peltier effect principle is used in heating
jacket. Function of this jacket interface is to provide
thermal latency and comfort to user. Peltier cooling
module is used to cool fluids stored in reservoir, €tc.
Thermal resistance and cooling jacket size dlightly
decrease the Peltier cooling capacity on human.

Jacket, Microcontroller,
Positioning System, LCD
(LM35),

Keywords—Temperature
Battery (2000MAH), Global
display, Peltier plates, Temperature Sensor
Environmental Analyzer.

I. INTRODUCTION

Important resources of Army are soldiers. Soldiers
play a very important role to protect one’s country. The
soldier includes all those service men and women from
the Army, Air Force, Navy and Marines. They always
manage taking and holding the duty in extreme weather
conditions throughout the year with the same integrity
and passion and respect for their country. While
providing security for the country, they may face
troubles in extreme hot/cold weather conditions. In
market, there is such suit which is expensive. Because
the suit have many parts which includes many
mechanical and gripping devices. This suit consists of
pumps & radiators to provide cooling as well as heat
respectively. For cooling the body, these pumps spray
water on human body. We can provide both cooling and
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hot service with this jacket. The different climatic
conditions such as very cold and very hot temperatures
can cause danger to one’s health. Heat stress causes
because of excessive exposure to heat and cold stress
causes because of excessive exposure to cold. In a very
hot climatic situation, the most risky condition is sun or
heat stroke aswell as at very cold temperatures, the most
serious concern is the risk of hypothermia or dangerous
overcooling of the body which are not suitable for one’s
survival [1]-[2].

Il1. CONCEPT

Indian Army faces many environmental challenges
associated with Temperature and Safety. Throughout the
history of humans, the very important source of survival
that is temperature has related inconveniences such as
heat stroke, heat rash, frostbite, dehydration,
hypothermia, etc. are the major problems and one cannot
escape from these problems.

Some of these conditions led to unfortunate demises
of people. Some technologica solutions are introduced
to keep people thermally comfortable such as air
conditioning & heaters units, are most successful in
helping people in their houses, in cars & Camps etc. but
not in personal mobility extreme situations.

If one wants to ease their survival in such type of
climatic conditions, temperature adaptable jacket is a
very beneficia product. This jacket can naturally keep
up the specific temperature inside the jacket using the
Template.

A. Designing of Block Diagram

The designing of the block diagram isthe main and a
very important role as it visually describes the system as
a whole displaying the significant elements of the
system. The diagram below is the block diagram of the
project. Fig. 1 shows the Block Diagram of Temperature
Control Jacket with Tracking System consisting of
following parts. The figure 2 shows the expected jacket:

The Heart Beat sensor gives an easy way to
study the function of the heart .This sensor is
used to monitor the blood through the fingers
aswell asarms.

The Temperature sensor are sensed with the
help of the LM 35 sensor. This seriesis accurate
integrated circuit sensors, whose o/p voltage is
linearly related to the Celsius temperature.
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Fig. 1. Block diagram of temperature controlled trackable jacket

The GSM stands for “Global System for
Mobile communications”, controls as the
world’s most extensively used cell phone
communication. Cell phones use a GSM
network by searching for cell phone towers in
the nearest area.

TheLCD display is used to display the
temperature and heart beat rate, current time,
date and the position of the soldier

B. Designing of Model

1. Heartbeat Sensor: The Heart Beat sensor gives an
easy way to understand the function of the heart. This
sensor is used to monitor the blood through a finger/arm.
As the heart services blood through the blood vessels in
the finger/arm, the blood amount in the finger/arm
changes with respect to time.

2. Temperature Sensor: The Temperature sensor can be
sensed with the help of the LM35 sensor. This seriesis
accurate integrated circuit sensors, whose o/p voltage is
linearly related to the Celsius temperature. A Station,
which is pressed directly will be made aware to the Base
station and thus will not delay for heart beats to go out
of the normal range.

3. PIC-Microcontroller: The term PIC stands for
“Programmable Interface Controller”, these are standard
with both industrial as well as the hobbyists are
corresponding due to their huge availability, low cogt,
large user base, a wide collection of application notes,
and are available at low cost

4. Global Positioning System: The term GPS stands for
Globa Positioning System (GPS)is a space-based
global navigation satellite system that offers consistent
accurate location and information about the time in all
environmental conditions from anywhere on the Earth
when and where there is a free line of sight to four or
more GPS satellites.

5. LCD Unit: TheLCD display is used to display the
temperature and heart besat rate, current time, date and
the position of the soldier.

6. Environmental Analyzer: The environmental analyzer
is used to find the situation of an environment such as
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the oxygen level and atmosphere pressure and aso
observe the real-time video of the soldier’s unit

Fig. 2. Expected temperature controlled trackable jacket

C. Jacket Interface

The main function of jacket interface is to provide
the high thermal efficiency and comfort to user. Jacket
interface consists of internal layer, Peltier plate, and
external layer. Internal layer isthe first subcomponent of
vest interface which has to be kept tight and comfortable
to fit the user. The Peltier Plate was sewn on internal
layer. The second sub component of vest interface . The
Peltier Plate in vest extracts heat from body and transfer
to heat moving through it. Externa layer is the final
subcomponent of the vest interface use to provide
insulation to device. External layer is used to increase
thermal efficiency.

I11. PELTIER PLATE

Fig. 3. Pdltier effect in expected temperature controlled trackable
jacket.

Peltier effect thermoelectric coolers operate
according to the Pdtier effect. The effect creates a
temperature difference by transferring heat between two
electrical junctions. A voltage is applied across the
joined conductors to create an electric current. When the
current flows through the junctions of the two
conductors, heat is removed at one junction and cooling
occurs. Heat is deposited at the other junction. The main
application of the Peltier effect is cooling. However the
Peltier effect can also be used for heating or control of
temperature. In every case, a DC voltage is required [3].
Peltier found that,

Qal D
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Where,
Q = rate of heating or cooling

| = current passing through the junction

IV. GSM TRACKING

GPS tracking system is a device uses the Global
Positioning System GPS -to determine and track its
precise location, and hence that of its carrier, -at
intervals. The recorded location data can be stored
within the tracking unit, or it may be transmitted to a
central location database [4].

Fig. 4. GPS Tracking Module in temperature controlled trackable
jacket.

This is a complete GPS module that is based on the
Ublox NEO-6M. This unit uses the latest technology
from Ublox to give the best possible positioning
information and includes a larger built-in 25 x 25mm
active GPS antenna with a UART TTL socket. A
battery is also included so that you can obtain a GPS
lock faster. This GPS module gives the best possible
position information, allowing for better performance
with your Ardupilot or other Multirotor control
platform. The Ublox NEO-6M GPS engine on this
board is a quite good one, with the high precision
binary output. It has aso high sensitivity for indoor
applications. UBLOX NEO-6M GPS Module has a
battery for power backup and EEPROM for storing
configuration settings. The antenna is connected to the
module through a ufl cable which alows for flexibility
in mounting the GPS such that the antenna will always
see the sky for best performance. This makes it
powerful to use with cars and other mobile applications

[5].
V. ADVANTAGES
Fit and forget system
Reliable
Compact size
Affordable prize (Low cost)
Low Maintenance
The jacket can be easily controlled.

As our electronic gadget runs on battery, it isa
portable and easy to use.
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The jacket is easy to wash, as the electrica
parts detachable [6]-[ 7].

Suit can be used to monitor the temperature,
humidity of the patientsin hospitals.

Suit can also be used to for the old people who
are susceptible to temperature change.

Soldiers generaly face extreme Cold and Hot
conditions, the suit can be used to comfort the
soldiersin these regions.

VI. APPLICATIONS
Used in military applications.

This can be used for Old people

Soldiers can work in extreme climatic

applications.

Battle Ground of Siachen Glacier
Hypothermia Patients

Thejacket can be easily controlled.

As our electronic gadget runs on battery, it isa
portable  and easy to use[6]-[7].

V1l. CONCLUSION

The final design of the project was an arduous
journey that required repeated brainstorming and
research. However, the design process provided a
learning experience that augmented the authors
knowledge of Computer and Electrical Engineering.

In this project, the complexity and practicality
behind the embedded system design was learned and
understood to create a system that would maximize the
functionality of the TECs through the thermoelectric
effect.

VIIl. FUTURE SCOPE

Heating Pad: Apply 5-12VDC and the stainless steel
fibersin this heating fabric will warm up, creating alittle
heating pad. On one hand, it'sjust a gigantic resistor. On
the other hand, it's flexible, light, and can be wrapped
around a project.

Originaly designed for portable wearable heating
pads, this fabric can be used for wear able, weather
balloons, thermal cycling for materials testing, etc. The
temperature reached varies with voltage. This piece is ~
10cm long, so look in the spec sheets in the Technical
Details tab for a table of voltage/current/temperature
outputs.

The future scope of our paper is to make it
washable, light weight. Decrease the weight of the
equipment’s and jackets much further adding pulse
monitoring system and GPS location system to the
implement. Decreasing the cost of equipment used and
make it affordable to the common users.
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IX. RESULTS

The results is taken by using Peltier in the heating
jacket for both cooling and heating depending on the
side and the number of trials is taken to provide proper
heating to the person who wears the jacket after all the
testing is conducted.

The results shows that the heating jacket is able to
deliver a heating air temperature of according to the
required atmosphere; these results are obtained in the
period of 20 minute. This may vary depending on
further changes. The specially designed E-uniforms are
very much useful for military applications especially, in
unlike climatic conditions for soldiers and other civilian
people.

ACKNOWLEDGMENT

The authors are grateful to Mrs. Sonal Barvey,
Dr.S.C.Patil, and Department of Electronics
Engineering for their constant support and guidance
along the way.

116

(1]

(2
(3]

REFERENCES

"7805 Datasheet - 5V DC Voltage Regulator Data Sheet /
Specs." 7805 Datasheet 5V DC Voltage Regulator Data Sheet /
Specs.N.p.,n.d.Weh.13Dec.2013..

"ATmegal6 Datasheet." Atmel.N.p.,n.d. Web.10Dec.2013..
"Cool Vest with 3 portable reservoir options for hot and humid

days-stay dry & keep cooll." Veskimo Personal Cooling
Systems.N.p.,n.d. Web.13Dec.2013.

Goldsmid, H. J. ."Timeliness in the development of
thermoelectric cooling." IEEE Xplore. N.p., 18 Aug. 1998.
Web. 13 Dec. 2013..

McManis, Chuck. "H-Bridge Theory & Practice -- Chuck's
Robotics Notebook.N.p.,n.d.Web.13Dec.2013..
"Milwaukee Hesated Jacket."
Web.13Dec.2013..

"Peltier  effect
Online.Encyclopedia

Review.N.p.,n.d.

(physics)."  Encyclopedia  Britannica
Britannica, n.d.Web.13Dec.2013..



Design of Reduced Graphene Oxide based Piezo-Resistive
Acoustic Sensor on flexible Kapton for Underwater
Applications

Smitha Pai B
Department of ECE

Nitte Meenakshi Institute of
Technology

Bangal ore-560064, India
smitha.prabhu@nmit.ac.in

Abstract— Micro Electro Mechanical Systems (MEMYS)
vector sensor is a recent advancement in the field of
underwater acoustic sensors. The major incentive provided
by this acoustic vector sensor isthat it provides the direction
of the incoming acoustic source signal in addition to the
measurement of the pressure associated with the acoustic
signal. We are reporting, a design of a MEMSS type acoustic
vector sensor using reduced graphine oxide (RGO) based
piezoresistive thin film realized on kapton (polyimide) film as
the starting material for under water applictions. The sensor
is designed and fabricated by deposition of RGO on a
Flexible kapton substrate by drop casting method making the
process simple, low-cost and scalable. The application of the
piezoresistive transduction principle and ingenious structure
of the vector sensor improves the low-frequency sensitivity as
well as its miniaturization. The structure of acoustic sensor
consists of two parts: Simple four-beam micro-structure and
rigid plastic rod which is fixed at the center of the
microstructure. The four beam microstructure consists of
four horizontal cantilever beams, and the whole structure has
complete axial symmetry in the xyz plane. When the plastic
rod is stimulated by acoustic signal in a particular direction,
the flexible kapton substrate undergoes deformation which
results in generation of strain and the piezoresistor
transforms the resultant strain into an electrical output
signal. As the fabricated acoustic sensor undergoes
piezoresistive behavior due to the acoustic signal in a given
direction, its output resistance changes and the variations in
the corresponding eectrical output voltages are observed in
both static and dynamic conditions. The fabricated sensor
shows a repeatable response to the applied strain in both the
conditions. The experimental results show that fabricated
sensor based on theory of piezoresistive effect and MEM S
technology is feasible. The fabricated device has given good
response for the low frequency acoustic signals and
resonance frequency of the device is found to be around
80Hz.

Keywords— MEMS, RGO, Piezoresistive, Acoustic vector
sensor, plastic rod, 4-beam microstructure

I. INTRODUCTION

As the level of radiated noise of submarines become lower
and lower each year, the application of vector acoustic
sensor effectively suffices the requirement of submarine
sound detection. Acoustic wave refers to sound wave in
any medium. Water being an elastic medium any
disturbance in water propagates away from its origin as a
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wave. When water or air molecules are pushed or pulled
apart, they exert a restoring force that resists the motion.
The force will be felt locally as pressure or force per unit
area. The fundamental parameter of an acoustic wave is
pressure and frequency. Hydrophone detects the pressure
variations of acoustic signal and noise in the water and
produces an output voltage proportional to the pressure. A
single vector acoustic sensor based on piezoresistive
transduction principle can work at low frequencies with
relatively small dimensions and it possesses intrinsic two-
dimensional directivity. The advantage of piezoresistive
effect is that it can be used to detect the low frequency
signal even at zero Hz. Therefore combining the advantage
of both MEMS technology and piezoresistive effect of
RGO with unique electronic properties has great
significance as it results in simple, low cost and scalable
process. In this paper, MEM S-based piezoresistive acoustic
vector sensor will be presented with respect to the design,
simulation, fabrication and preliminary characterization.

Il. SENSOR DESIGN

The structure of acoustic vector sensor consists of two
parts. Four-beam micro-structure(175um thickness) and
rigid plastic rod which has the same density as water and is
fixed at the center of the microstructure. “Fig.1” shows the
actua design of the structure. This four beam micro-
structure consists of four horizontal cantilever beams. The
rigid plastic rod is fixed on the central block of the four
beam microstructure. Both the center block and the beams
have same thickness and the whole structure has the
complete axial symmetry.

The plastic rod will have a horizontal displacement and an
angular rotation, when it is subjected to axia or radial
stress. When the structure is subjected to deformation, an
amplified and concentrated strain is generated on the dlim
sensing beams. The piezoresistors converts the stresses
induced in the beam by the applied pressure into a change
of electrical resistance, which is then converted into
voltage output by a Wheatstone bridge circuit as shown in
the “Fig.2”. The Wheatstone bridge is logically formed by
locating eight piezoresistors which is used to sense the
deformation of the beams. The resistance of the
piezoresistors will be changed when the acoustic signa
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transmitted to it and results in corresponding electrical
output voltage.

Fig. 1. Structure of Acoustic Sensor

R1,R2,R3,R4,R5,R6,R7,R8:Piesoresistors
Fig. 2. Whesatstone bridge formation by Piezoresistors

[11. MODELLING USING COMSOL MULTIPHYSICS

The sensor geometry is modeled using Comsol
Multiphysics 5.0, Solid mechanics physics and stationary
study has been used. The 3D geometry comprises three
main components including a 4 beam microstructure,
Central block and a cylinder (as depicted in Figure 2). The
materials used to form 4 beam microstructure and central
block is Kapton with density of 1300 Kg/m3, relative
permittivity of 2.9, young’s modulus of 3.1Gpa and
Poisson’s ratio of 0.34 and Nylon for cylinder whose
density is closer to the value of density of water and with
Poisson’s ratio of 0.4. The Parametric analysis is carried
out as shown in Figure 3 in order to determine the design
parameters of the structure such as length, width, thickness
of 4 beam microstructure and central block, length and
diameter of plastic rod which yields good sensitivity of the
structure. As per parametric study the length, width,
thickness of 4 beams are 10mm, 2mm and 0.175 mm
respectively and sguare central block is 6mm with rod
dimensions being 25mm length and 2mm in diameter.One
of the ends of al four cantilever beams of 4beam
microstructure are attached to the central block and the
other end are made fixed by attaching them to the support
frame. The pressure and force in axia and radial directions
are applied as boundary load to the plastic rod which is
attached to the central block. During simulation, when the
pressure corresponding to the underwater acoustic particle
motion is applied to the rod then the central block will have
angular displacement. Therefore the structure will be
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subjected to deformation as shown in Figure4, and hence
an amplified and concentrated strain is generated. The
maximum stressis located at the beam —mass interface and
near the support frame as shown in Figure5. The
piezoresistors of the structure can be located at these places
of the beam where the stress profile is optimal as shown in
Figure 6. The dynamic characteristics of the designed
structure are studied to determine its vibration
characteristics. The dynamic analysis uses the overall mass
and stiffness of the device to find the various periods at
which it will naturally resonate. The first natural frequency
of the device for different cylinder length is as shown in
Figure 7. For the mentioned cylinder dimension, the first
natural frequency is 70.474Hz and the second is 70.519Hz,
both of them are the operating frequency of the structure
.They are far away from the other eigen frequencies which
will have little effect under a relatively low driving

frequency.
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Figure3:Von Mises stress along the length of the beam for parametric
analysis of a) width of the beam b)length of the beam, c)radius of the
cylinder

Fig.4 Displacement and deformation for 120 Pa Pressure

Fig. 5. Stress Profile along the length of the Beam

Fig. 6. Piezoresistor location at the optimal stress on the beam
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Figure 7: First Eigen frequency for different length of cylinder

IV. FABRICATION

The fabrication of the device consists of the processing of
four-beam microstructure and the rigid plastic rod as
shown in “Fig. 8”. The 4 beam microstructure is realised
on a sguare Kapton (polyimide) flexible substrate of
thickness 175um and 50mm diameter, by processing it
through laser cutting procedure as per the required
dimensions “Fig. 8a”.

The reduced graphene oxide(RGO) based piezoresistive
thin film sensor is realised on 4 beams of the flexible
microstructure by drop casting method for strain sensing
and further, it is annealed in oven at 120 degree Celsius
for 1 hour “Fig. 8b”. This result in coating of RGO on the
four beams of diaphragm whose resistivity can be
measured. To establish electrical connections with the
device the leads are taken out by forming contact using
silver paste “Fig. 8c”.

Device is then coated with perylene (polymer)to provide
protection to the device from external environment like
moisture and it reduces breaking of coating of RGO
during vibration and the device is ready for calibration.
After the four-beam micro-structure being fabricated, a
plastic rod is fixed at the center of the micro-structure
using Araldite adhesive and is as shown in “Fig.8d".

Fig. 8a. 4-Beam Microstructure Fig. 8b Deposition of RGO
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Fig. 8c Formation of electrical Fig. 8d Fixing Plastic Rod
Fig. 8. Fabrication process of the device

V. CALIBRATION

The characterization of an acoustic vector sensor mainly
refers to the sensitivity and directivity. For sensitivity
analysis, two Wheatstone bridges were formed on beams
along X-axis and Y -axis respectively as shown in “Fig. 9”.

Fig. 9 Two Wheatstone bridge with eight piezoresistors

Piezoresistors R1, R2, R3 and R4 forms the first
Wheatstone bridge and R5, R6, R7 and R8 forms the
second Wheatstone bridge along X axis and Y axis
respectively. The device was calibrated by using both static
and dynamic calibration methods.

A. Satic Calibration

In order to study the performance of the device, it was
fixed on vice and plastic rod was used in cantilever
configuration as shown in “Fig. 10”. As can be observed,
the plastic rod was subjected to movement by applying
force at its free end using a digital height gauge. The
photograph of the complete experimental setup used is
shown in “Fig. 10”. The electrical leads of the strain
sensor were connected to digital multimeter. The sensor
was subjected to strain by applying the force at the free
end of the plastic rod. The deflection of the free end of the
rod was measured using the digital height gauge and the
corresponding resistance variation of the gauge was noted
from the digital multimeter.
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When the plastic rod was applied radial force in the Y
direction, the beams which are situated along the Y
direction will undergo deformation due to the compressive
and tensile stresses acting along the beam, which resultsin
corresponding resistance variation of the beam and the
Whesatstone bridge formed along the Y axis will give the
equivalent electrical output voltage and indicates the
direction of applied force as radia direction i,e astY
direction. The opposite will happen for force in negative
radia direction. Similarly when the plastic rod was applied
forcein the X direction, the beams which are situated aong
the X direction will undergo deformation due to the
compressive and tensile stresses acting along the beam,
which results in corresponding resistance variation of the
beam and the Wheatstone bridge formed along the X axis
will give the equivalent electrical output voltage and
indicates the direction of applied force as axial directioni,e
as +X direction. The opposite will happen for force in
negative X direction.

Output Voltage of Y axis Wheatstone bridge with the
applied excitation voltage of 3V for various displacements
of plagticrod in negative Y directionis shownin Table 1.

TABLEI. ELECTRICAL OUTPUT VOLTAGE OF Y AXISHEATSTONE
BRIDGE
Displacement Electrical Output | Differential Output
(mm) Voltage (mV) Voltage AV (mV)
0 356.60 0
0.5 355.50 1.1
1 354.53 2.07
15 353.57 3.03
2 352.52 4.08

The sendtivity shown by the corresponding Y axis
Wheatstone bridge=2mV/mm. Here the offset output
voltage was found to be 356.60mV. When the plastic rod
was subjected to displacement (mm) by applying force in
negative Y direction, the electrical output voltage of the
corresponding bridge was found to be decreasing as
mentioned in tablel and opposite was observed for force
when it was applied to the rod in positive Y direction.

The similar effect was observed when the plastic rod was
subjected to displacement by applying force in X direction
and the sensitivity of x Axis Bridge was found to be
around 3mV/mm.

During the operation, electrical output voltage of
Wheatstone bridge was found to be in miliVolts and the
same was strengthened using instrumentation amplifier
LT 1167 which was designed to give a gain of 100, after
minimizing the offset voltage and the entire experimental
set up asshowninFig.11

B. Dynamic Calibration:

The dynamic characterization of the device is measured by
vibration platform. The device is fixed on the vice and the
plastic rod was vibrated by using the vibration given by
vibration platform in vertical motion, and the output
voltage of the device changed with the frequency. “Fig.
12” shows the entire experimental set up of dynamic
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calibration. With the help of vibration platform, the sensor
was subjected to various frequencies ranging from 10Hz
to500 Hz for g=0.5 and g=0.2.The output response of the
sensor at 50 Hz and 100Hz for g=0.5 are as shown in “Fig.
13”. The measurement on vibration platform gives a
frequency response in the range of 5Hz to 500 Hz and the
measured resonance frequency is around 80Hz.

Figurell: Experimental set up to amplify the electrical output voltage

Fig. 12 Dynamic calibration using vibration platform

139)
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13b)

Fig. 13.  Dynamic response for a) 50Hz b) 100Hz

V1. CONCLUSION

We have proposed design, simulation, fabrication and
preliminary characterization of the two-dimensional
reduced graphene oxide based acoustic vector sensor
which is suitable for underwater applications. It is
observed that the property of graphene is suitable for
detection of the sound, when realized on uniform layer of
Kapton sensing membrane and also results in simple, low-
cost and scalable process. Because of the application of
piezoresistive transduction principle, this sensor was
found to be best suitable for detection of low frequency
acoustic signals. This acoustic vector sensor not only has
several advantages such as small volume, simple structure,
and simple process and low cost but also has good low-
frequency characteristics. So it can be used to estimate the
horizontal azimuth of the underwater targets and satisfies
the requirements for low-frequency submarine sound
detection.
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Abstract— People in India throws away 2.5 million of
plastic bottles per hour. The degradation rate of plastic is
very sow process. Hence, we propose to reduce plastic
waste. We propose to make a rever se vending machine for
collection of plastic bottles. This is a multidisciplinary
project and our system consist of standard recycle bin that
is equipped with microcontroller and collection of sensors.
Throughout the process, the sensors responsible to
identifying user information, count the bottles and
eventually convert the count to the corresponding points
automatically. Once the process completed, the user can
claim their points by using RFID point card. All the
mentioned process will be controlled by a microcontroller.
Then plastic bottleswill be used for making paver blocks.

Keywords— Arduino, NFC, Plastic Waste, Reverse
Vending Machine, Tachogenerator.

|. INTRODUCTION

Plastics have become a vital asset for humanity.
Though extensive research and new technologies have
led to invent of newer and safer plastics, but drawbacks
and challenges of plastics have never been resolved and
impact is on the rise. The proposed project serves the
need for plastic waste management by building a
machine which makes a paver block from waste plastic.
The paver block paving is a commonly used
decorative  method  of creating a pavement or
hard standing.

Il. LIETRATURE SURVEY

The method proposed by Razali Tomari,
Aedlina Abdul Kadir(2016) an automated recycle bin
with a reward feature is proposed that derived from a
reverse vending machine (RVM) concept. Basically, the
system is implemented in a standard recycle bin
provided by loca municipal that equipped with
microcontroller and collection of sensors. Throughout
the process, the sensors responsible to identifying user
information, weight the scale and eventually convert the
weight to the corresponding points automatically. Once
the process completed, the user can claim their points
by using RFID point card[1].

B. Shanmugavalli K. Gowtham(2017) mainly
studies to replace cement with plastic waste in paver
block and to reduce the cost of paver block when
compared to that of convention concrete paver
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blocks.The degradation rate of plastic waste is also a
very slow process. Hence this study is helpful in
reducing plastic waste in a useful way. In this study
they have used plastic waste in different proportions
with quarry dust, coarse aggregate and ceramic waste.
The paver blocks were prepared and tested and the
results were discussed[2].

Govind Pandey(2013) discusses prospects of
plastic waste management schemes. It is concluded that
the existing rate of environmental worsening is likely to
continue unless long term remedial measures are
adopted for plastic wastes management in the
country[3].

C. Balgji(2018) propsed that Paver Blocks are
the precast blocks that are used in the construction of
various types of pavements. Cement, Coarse Aggregate
and Fine Aggregate are majorly used in manufacturing
of paver blocks. Due to the scarcity of raw materials
cost of the raw materials also increasing rapidly. To
overcome the issue they have incorporated an idea of
partially replacing the coarse aggregate with plastic
wastes. Plastic wastes are also increasing in the
environment very rapidly and recycling of these plastic
wastes are very tedious process so for effectively
reusing it they have partially replacing the coarse
aggregates with shredded plastic waste. Paver blocks
are then casted and cured in the laboratory. Various
strength parameters are tested and results have been
arrived[4].

I11. OBJECTIVE

The main objective of this paper is to reduce
plastic waste. This can be done by recycling or reusing
plastic waste. In this paper our idea is to reuse plagtic.
The paver block made of cement can be replaced with
plastic paver blocks.

IV. PrROCESS FLOW

The plastics waste will be collected and the
appropriate reward of money (points) will be given to
the depositor. The waste plastic bottle will be collected
with the help of reverse vending machine. As the user
throw bottle, the user will be given a RFID card and the
redeemable points will be stored in card. The waste
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plastic will be drawn in to Hooper of machine to shred
for conversion of plastic in to fine form. The muffle
furnace heated this plastic in the liquid state by using
the heating coil. The sand, coarse aggregate, cement
and water are added increased the strength properties of
paver block. This block after testing initially can be
used to serve society by providing solid solution for
plastic waste management. But in above steps Arduino
will be used to detect some technical issues. Consider
plastic waste got stuck in shredder so we will get an
indication with the help of buzzer.

Recycling of plastic has advantage since it has a
long service life and good binding property. Waste
materia like bottles which are shredded and melted
may be used asingredient for the manufacture of paver
block. The melted plastic can be added with coarse
aggregate replacing of by 20% the coarse aggregate,
recycled aggregate, plastic aggregate, sand, cement and
water may be mixed together in the mixing chamber of
machine to get a uniform consistent mix of concrete.
This can be reflected in the molds of paver block
placed on vibratory box after curing the block may
tested for compressive strength.

Fig 1: Flow Chart of Process

V. SYSTEM OVERVIEW

We are controlling the reverse vending machine using
ATMEGA 328 microcontroller. Since NFC codes are
easily available in Arduino library, we are using
microcontroller ATMEGA328 instead of Arduino. To
redeem the points based on bottles inserted we require
read-writeable card as well as reader. Thus, we will be
using NFC card and NFC reader. Operating voltage of
NFC reader is 3.3V. Output of NFC will be displayed on
LCD.

To insert the bottles there will be flap/door which will
be controlled by motor. For these two transistors will be
used, through relay mechanism. Relay mechanism will
be helping in opening or closing of flap/door. Shredder
will be used to shred the plastic bottles. Due to any
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reason if shredder stop working, tachogenerator will be
used to detect cause. Similarly, to maintain the
temperature in the heating chamber thermistor will be
used. If tachogenerator or thermistor detects any
problem in process then it will give an indication with
the help of buzzer. Main power supply is of 230V, thus
stepdown transformer will be used to reduce voltage.

Tablel: Power Consumption by Different Components

Component Operating Voltage
Buzzer 12v

LCD 5v

Microcontroller| 5V

Motor 12v

NFC Reader 3.3V

Thermistor 5v

VI .CONCLUSION

In this paper, a reverse vending machine which
will be useful to reduce and recycle the plastic waste
will be constructed. This reverse vending machine
can be installed a public places such as shopping
malls, airports, railway station, etc. For this project
we have constructed the PCB. We are planning to
finish this project soon.
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Abstract—We present the smulation studies on GaN-based
OPFET (Optical Field-Effect Transistor) UV (Ultraviolet)
photodetectors with complete parameter estimation and
analysis. The generalized model and the front-illuminated
model of OPFET have been considered for the proposed study.
We adopt a semi-analytical approach for modeling the OPFET
photodetectors. Both the models exhibit enhanced
photoresponse, high sensitivity to dight variations in light
intensity, low switching times, and high detectivity. The devices
are also evaluated as detector-cum-amplifiers showing high
bandwidths and high unity-gain cut-off frequencies at the
lower intensities whereas the bandwidths drop at the higher
intensity. The results have been explained by the photovoltaic
and the photoconductive effects, and the series resistance
effects. The devices will greatly contribute towards single

photon counting, high resolution imaging, and UV
communication applications.
Keywords—UV, OPFET, GaN, high dynamic range,

imaging, photon counting, communication.

I. INTRODUCTION

Ultraviolet (UV) photodetectors are useful in
applications such as chemical, environmental, and biological
analysis and monitoring, flame and radiation detection,
astronomical studies, missile detection, and optical
communication. UV high dynamic range imaging and single
photon counting applications require photodetectors capable
of resolving dight variations in light intensity without much
compromising the responsivity, response time, bandwidth,
and detectivity. Different types of photodetectors
investigated by numerous researchers have attained
sengitivity or dynamic range varying between 60 dB to 120
dB [1]-[8] along with substantial values for other parameters.
OPFET (Optical Field Effect Transistor) photodetector has
been widely known over the past several decades as a highly
sensitive photodetector [9]-[16]. Our previous work on GaN-
based buried-gate OPFET UV detectors showed excellent
photoresponse, fast response times, high detectivity along
with enhanced bandwidth [17]. However, the sensitivity or
dynamic range of the buried-gate device was in the lower
range. This calls for the employment of aternative
structures or models to cater to the subtle variations in the
light intensity. Thus, in this paper, we explored the two
other illumination models of OPFET (generalized model
and front-illuminated model) for perceiving high contrast
imaging or sensing and observed that the devices can
resolve subtle variations in light intensity better than the
buried-gate devices and comparable to the reported
literature without much compromising the other detector
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parameters which are aso superior than the existing
detectors.

The rest of the paper is organized as follows: We
begin with a brief theory followed by the results and
discussion, and finally the conclusion of the work done.

1. THEORY

The two models considered in this work (front-illuminated
OPFET and generalized model of OPFET) are schematically
shown in Fig. 1 and Fig. 2 respectively. In the 1% case, only
the transparent Au gate is illuminated whereas in the 2™
case, the spacings between the gate and source, and the gate
and drain are illuminated in addition to the gate area. The
absorption of photons with energy greater than the bandgap
of GaN in the regions below the gate (1% case and 2™ case)
and the sidewalls of the gate depletion region (2™ case)
creates electron-hole pairs in the respective regions. The
photogenerated holes travel toward the junction while the
electrons move toward the channel. A forward photovoltage
is developed when the holes cross the junctions, reducing
the depletion width and increasing the drain to source
current (photovoltaic effect). On the other hand, the
electrons move along the longitudinal area of the channel
when the drain to source voltage is applied and contribute to
the conductivity of the channel (photoconductive effect).
The series resistances present in the area between the gate
and source, and the gate and drain, limit the total current
through voltage drops developed across these resistances.
Thus, the photovoltaic and the photoconductive effects, and
the series resistances effect can provide a complete
explanation of the performance of these detectors.

Source v Drain
| —
A
n+ n-type active layerts, n+
ﬁg d
Gate
Sl substrate

Fig. 1. Schematic of the front-illuminated OPFET.
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Fig. 2. Schematic of the generalized model of OPFET.

In the practical devices, only the gate depletion
region exists in the channel. The p-n junction depletion
region extension in the channel ceases to exist owing to the
combined effect of moderate channel doping concentration
(5%10% /m®) and low substrate impurity concentration (~
10% /m®) substrate being semi-insulating. This also results
in the complete depletion of the substrate region. The reader
is advised to refer to [11], [14]-[16] for the analytical
modeling of the devices (solutions of the continuity
equations). In the following equations, which will be useful
for explaining some of the results, the symbols have the
same meaning as provided in [11], [14]-[16]. The trap
effects are neglected in this work.

The space charge region extension in the channel
measured from the surface iswritten as,

N

2
Yag = {qud ((DB —A+V(X) =V —Vopl)} . @

A. The effect of illumination on the minority carrier lifetime

The lifetime of minority carriers under illumination is
calculated from [12],

1/2
14 4(1_ rm)(l_ rs)Poptt p(l_ exp(_atsm)) 1
tsmNdr hn y (2)
2(1-ry,)A-1,) Py (1—exp(-atg,))
teNg N
where tgn is the active layer thickness.
B. Modulated Carrier Lifetimes

When the optical radiation is modulated by a small signal
of frequency, w, the carrier lifetimes are also modulated.
The ac electron and the hole lifetimes are respectively given

by:
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t
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Similarly the electron density, hole density, radiation flux
density, and the volume generation rate of carriers have the
ac and the dc parts.

C. Calculation of photovoltage

The hole continuity equation in the depletion region is
represented by

@Jr p _ad)exp(—ay)zol
oy Vit v,

()

The analytical solution can be given as:
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using the boundary condition at y=Yyqg,

p=adt, exp(-ayy,) @)

in the case of the front-illuminated OPFET.

For the generalized model of OPFET, the additional hole
densities exist in the sidewalls of the gate depletion region.
These can be obtained using (6) by replacing yag With yugs or
Yaga for the source and the drain sidewall depletion region
extensions in the channel respectively. yags and Yagd can be
estimated by treating the sidewalls as the semi-circular arcs
of radius ygg with v(x)=0 at the source end and yqg with
v(X)=Vgs at the drain end and following the laws of circle
theory (circle equation). The acquired hole densities
reaching the surface (put y=0 in the respective equations)
are integrated from 0 to yqg With v(X)=0 at the source end
and from O to yag With v(X)=Vgs a the drain end multiplied
with the gate width to give the net respective sidewall hole
current per meter crossing the Schottky junction and
contributing to the photovoltage.

For comparison with the buried-gate technology,
we also discuss this model here. In this case, the hole
density in the gate depletion region is given by (6) by using
Ydg expressed as [16]

1
2e 2
Yag = tam _{qN (@, —A+V(X) = Vg —VOPl)} 8
dr

Then the photovoltage can be calculated as,

Vep, = %In{1+ qu—p(o)} . ©)

sl

in the case of the front-illuminated OPFET.
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for the generalized model of OPFET, where p1s and pig are
the net hole currents per meter crossing the Schottky
junction due to contributions from the source and the drain
sidewall regions respectively.

Whereas the photovoltage in the case of the buried-
gate model is obtained as

kT t
Ve, =—| n|:1+ w} (12)
q Jy
D. Drain to source current calculation
Thetotal conducting charge is expressed as,
Qn = Qd + Qch + Qdepl + Qdepz ' (12)

Here Qq is the charge due to doping; Qch, Quepzt and Quep2
are the charges due to photogeneration in the channel,
Schottky junction depletion region and the substrate
depletion region respectively.

Then Q, can be evaluated as:

Ydg

tam tam d
Q, = j N dy + jnchdy+ J'ndepldy+ _[ndepzdy (13)
Ydg Ydg 0 tam
where ne, Naepr @nd ngepe @re the photogenerated electron
densities in the channel, Schottky junction depletion region
and substrate depletion region respectively.

All the integrations concerned with the computation of
charge are performed numerically using the Trapezoidal
method.

The total drain to source current is then calculated using
the model described in [18]:

I =1 (L+1 Vo) tanh(Vog) +Vog /R, . (14)

The parasitic series source and drain resistances involved in
the calculation are obtained following a similar procedure as
given in [19]. The above current is applicable to the front-
illuminated OPFET. In the case of the generalized model of
the OPFET, the additional components of the current due to
the contributions from the sidewalls of the gate depletion
region are provided in [15].

I11.  RESULTSAND DISCUSSION

The simulations have been performed using
MATLAB Software with MEX coding feature. We set the
gate-source voltage to 0 V and the drain-to-source voltage to
10V (saturation region). The wavelength of operation is 350
nm. The photon flux densities used in the simulations (10,
10%, and 10?2 /m?-s) correspond to optical power densities
of 0.575 pW/cm?, 0.575 mW/cn?, and 0.575 W/cm?
respectively. The performance evaluation of the two
illumination OPFET models considered in this work
(generalized model and front-illuminated model) with
respect to the performance metrics along with the other two
models studied in our previous work [17] as reference is
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provided in Table I. The comparison of our simulations with
the reported work is presented in Table Il. The parameters
employed in calculation are listed in Table Ill. The
definition of the different detector parameters are notified in
[17]. Apart from that, one more parameter of interest
signifying the extent of high resolution imaging or sensing
or the linearity of the photocurrent is the LDR (Linear and
Dynamic Range) expressed in dB. It isgiven as

Jon
Jy
where Jp, is the photocurrent density obtained at an optical
power density of 1 mW/cm? and Jg is the dark current
density.

As seen from Table I, the buried-gate structures
record photovoltages of (0.346 V, 0.525 V, and 0.7 V) and
(0.2V,0.38 V, and 0.56 V) respectively in the case of front-
illumination and back-illumination. These are modest
photovoltages  and produce  significantly high
photoresponses. The detailed reasons and principles behind
the attained responses of the two models are explained in
[17]. In this paper, we will only provide the relative
comparison and analysis of the devices with respect to the
present models considered in this work. Although the
responses achieved are high, the buried-gate structure
suffers from low sensitivity in response to dightly variations
in light intensity. This feature pulls back the device from
being used in high dynamic range sensing or single photon
counting applications. This limitation of the buried-gate
structure is due to the low series resistance and moderate
photovoltage resulting in reasonable current, hence, modest
voltage drop across the series resistance which lowers the
depletion width. It is known from the device physics that the
sengitivity to illumination is higher when the depletion
width is more. As such, the buried-gate structure exhibits
reduced sensitivity. The low series resistance is attributed to
the gate being buried in the channel which evades the
possibility of development of the free surface depletion
region as in the case of the surface gate OPFET wherein the
depletion region is formed in the free surface between the
gate and source, and the gate and drain apart from the
depletion region developed at the sidewalls of the Schottky
junction depletion region. Thus, comparing the surface gate
and buried-gate devices, the total depletion width in the area
between the source and gate, and the gate and drain, is more
in the case of surface gate devices, reducing the current in
this area and raising the series resistance. In contrast, the
since the gate is buried in the channel, the gate is in contact
with the substrate. The region near the interface between the
channel and the substrate in the gate-source spacing and the
gate-drain spacing produces zero depletion width in the
channel owing to the semi-insulating nature of the substrate
and the moderate doping concentration in the channel. This
reduces the overall depletion width in the spacings
decreasing the series resistance. Owing to the reduced
sengitivity, the LDR in the buried-gate front-illuminated

LDR= 20Iog[ (15)



MULTICON-W: IC-TELCON 2019

OPFET is only around 14 dB. To improve this sensitivity,
we suggest in this work, two models with surface gate (the
generalized model and the front-illuminated model). The
series resistance is higher in these cases as explained earlier.
The depletion width sensitivity is higher owing to the
modest photovoltages (0.269 V, 0.45 V, and 0.63 V)
generated in the case of the front-illuminated OPFET and
high photovoltages (0.65 V, 1.2 V, and 1.72 V) for the
generalized model of OPFET, thus, drawing modest and
significantly high current respectively, and developing large
voltage drops across the high series resistances maintaining
wider depletion widths. The LDRs so obtained are 24 dB
and 55 dB for the front-illuminated and the generalized
models of OPFET which are comparable to the various
detectors reported in the literature [1]-[8] (Table I1). The
principle behind the modest photovoltages developed in the
case of the front-illuminated OPFET is that the GaN
absorption coefficient is moderate (8x10° /m) corresponding
to the absorption depth of 1.25 pm resulting in the
significant photogeneration throughout the device surface to
substrate thickness of 1 um. This enables a significant
number of holes within the depletion region to cross the gate
junction and develop a substantial photovoltage. This
photovoltage is lower than the buried-gate structure with
front-illumination and higher than that with back-
illumination. This is because, the term with the additional
factor (axwxteL) as discussed in [17] in the equation for
hole density (6) is less in the surface-gate front-illuminated
OPFET model owing to the generation being starting from
the surface of the device and experiencing exponential
decrease of the carriers until it reaches the edge of the
depletion region. This doesn’t occur in the buried-gate
structure with front-illumination since the photogeneration
begins from the channel side whereas in the buried-gate
back-illuminated model, the additional factor ceases to exist
as explained in [17]. Also, refer to [17] on how to treat the
factors  ((axwxTeL)-1) and  (1-(oxwxTel)) in the
denominator. On the other hand, the photovoltages are
considerably high in the generalized model of OPFET due
to the contribution from the sidewalls of the gate depletion
region in addition to the gate depletion region itself.

It would be worthwhile to mention here that the
sensitivity being discussed in the previous paragraph with
respect to the buried-gate structure is low only at the lower
intensities. At the higher intensity, both the buried-gate
devices show significant sensitivity. This is because the
device sensitivity being described was with respect to the
depletion width sensitivity or photovoltaic sensitivity at the
lower intensities. At the higher intensity of 10% /m?-s, the
photoconductive effect dominates the photocurrent owing to
the high power levels involved. This photoconductive
current is independent of the depletion width since the
carriers generated in both the depletion region and the
neutral channel region contribute to the photocurrent due to
amost uniform photogeneration throughout the device
thickness. If the depletion width is more, the depletion
current contributes considerably or if the channel width is
more, the channel current contributes substantially. One
more reason for the enhanced photosensitivity at the higher
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flux density isthat the previous photocurrent response to the
lower flux density islow due to the reasons discussed earlier
since the sensitivity at a particular flux density is given by
the difference between two successive responses divided by
the response at the higher flux density. In the case of the
surface gate models, the sensitivity of the front-illuminated
model is lesser at the lower intensities and boosted at the
higher intensity as compared to the generalized model. This
can be explained as follows: Due to the significantly high
photovoltages in the generalized model at the lower
intensities along with the reasons stated earlier, the
sensitivity is higher in this model. At the flux density of 102
/m?-s, the depletion width sensitivity is zero on account of
the large voltage drop incurred by the photoconductive
current which is greatly enhanced at this intensity and adds
substantially to the photocurrent. This photocurrent is more
in the case of the generalized OPFET model. However,
since the lower intensity photocurrent response being higher
than that of the front-illuminated model, the effect of the
photoconductive current sensitivity is felt more in the front-
illuminated OPFET model. The buried-gate structure, due to
its low series resistance, produces higher dark current. This
also limits the sensitivity of the device. Higher dark current
also adversely affects the Signal-to-Noise Ratio. Thus, the
surface-gate devices take advantage of the lower dark
current to improve the sensitivity as well as the Signal-to-
Noise Ratio.

The modest and high photovoltages in the front-
illuminated and the generalized model of OPFET
respectively produce excellent photoresponses comparable
to the buried gate devices. The generalized model offers
superior performance at the lower intensities whereas the
response is better in the front-illuminated OPFET at the
higher flux density. This is because, at the higher intensity,
the photovoltaic response is zero and the photoconductive
effect aone contributes. Although, the photoconductive
current is slightly greater in the generalized model owing to
the additional contribution from the sidewalls of the gate
depletion region, this comes at the cost of higher optical
power to illuminate the spacings of the device. Since the
responsivity is given by the ratio of the photocurrent to the
incident optical power, the response is greater in the front-
illuminated model. The photocurrent gain and the external
quantum efficiency are related to the responsivity or the
photocurrent and follow the similar explanation. High gains
and efficiencies are obtained in al cases (Table ). This
suggests that no external amplifying stages are required.

One of more important parameters, the switching
time, signifies how fast the detector responds to changes in
the optical signals and is given by the ratio of the depletion
charge below the gate and its sidewalls to the total current
flowing through the device thickness. All the four models
exhibit reduced switching times in the nanoseconds to
picoseconds range. The buried-gate structures show lower
response times than the surface gate devices. This is
attributed to the depletion width being smaller in buried-gate
devices due to the small series resistance reducing the space
charge below the gate while the current is reasonably high.
In the surface-gate devices, the current is significantly high
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but the depletion width is also large increasing the space
charge owing to the large series resistance, thus, limiting the
response speed. The generalized OPFET model exhibit
lower switching times than the front-illuminated model
owing to the higher current. The switching time decreases
with the increase in optical power due to increase in the
current.

The maximum amount of data in communication
that can be detected is quantified by the bandwidth of the
detector. The buried-gate structure shows better frequency
response than the surface-gate structure. The rationae
behind the significantly high frequency response in the
buried-gate structures is explained in detail in [17]. The
inferiority of the surface-gate devices’ bandwidth
performance is due to the dominant term bearing the
additional factor of (axwxTwL) is of lower magnitude than
that in the buried-gate devices since the photogeneration in
the surface-gate devices begins from the surface side
whereas that in the buried-gate structures starts from the
channel side. This creates the difference in magnitudes in
the terms depending upon the density of the carriers that are
photogenerated at the edge of the depletion region and in
turn, the variation with modulation frequency. The
bandwidth performance of the front-illuminated OPFET is
enhanced compared to the generalized model at the lower
intensities and vice versa at the higher intensities. This is
because, in the generalized model, the photovoltage or the
photogenerated hole density is due to the combined
contribution of the individual parts due to the gate-depletion
region and its sidewalls. Since a single part i.e. the gate-
depletion region produces lower magnitude of hole density
with the buried-gate device response as a reference which
also implies that the frequency response is reduced, adding
two more components of the same nature to the said
response will further deteriorate the frequency response as
in the generalized model at the lower intensities. At the
higher flux density, the photoconductive component of
current is the sole contributor wherein the generalized model
with its additional contribution from the sidewalls as
compared to the front-illuminated model exhibits better
frequency response. The bandwidth is in the GHz range at
the lower flux densities and in the MHz range at the higher
flux density due to the dominance of the photovoltaic effects
and the photoconductive effects at the lower and higher
intensities respectively. The photovoltaic bandwidth is large
due to the lower lifetime of holes (0.9 ns), bandwidth being
inversely proportional to lifetime. The photoconductive
bandwidth is small due to the dependence on the lifetime of
electrons which is of the order of microseconds.

One more crucial parameter showing the ability to detect
weak signals in the presence of noise is the detectivity. It
depends upon the responsivity, the bandwidth, the detector
area, and the noise parameters (various resistances). All the
models show significantly high detectivities at all
intensities. The detectivities are higher in the generalized
OPFET model at the lower flux densities owing to the
considerably high responsivities. At the higher flux density,
the detectivity is superior in the front-illuminated model due
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to the higher responsivity.

Another figure of merit depicting the highest
frequency at which the device can amplify signals is the
unity-gain cut-off frequency (fr). All the models show
comparable fr values and in the gigahertz range which in
combination with the detection bandwidth determine the
detection-cum-amplification bandwidth of the detectors. The
fr increases with the increase in illumination as is
understood from basic theory. However, in this study, an
anomalous behavior is observed at the highest intensity i.e.
decrease in the fr value. This can be explained by the zero
photovoltaic response and the enhanced photoconductive
effect which is almost insensitive to the change in the gate
to source voltage.

The substantial sensitivity of the generalized model
of OPFET to dight changesin the light intensity is depicted
inFig. 3.

The devices’ comparison with literature (Table I1)
shows that the devices’ responses are better than the existing
detectors with comparable LDR value of the generalized
model to the reported work.

1ot 10 107
Mhoton Flux Densiey (Amt-s)

Fig. 3. Senstivity versus photon flux density in the generalized model of
OPFET.

IV. CONCLUSION

We studied the UV photoresponses of the two
surface-gate  OPFET illumination models (generalized
model and front-illuminated model) in terms of
photoresponse, bandwidth, response time, sensitivity, LDR,
detectivity, and fr. The detectors were proposed to be
employed in high contrast imaging, sensing or single photon
counting applications based upon their high LDR values.
This was an improvement over our previous work on the
buried-gate structures exhibiting rather poor sensitivities and
dynamic range. However, the bandwidth performance of the
buried-gate devices was superior to the surface gate devices.
The other parameters were fairly comparable to each other.
The switching times were lower in the buried-gate devices.
The two models investigated exhibited excellent
photoresponse, high bandwidth, low response times, high
detectivity, and high fr. The obtained results were analyzed
in detail based on the photovoltaic and the photoconductive
effects and the series resistance effects. A maximum



MULTICON-W: IC-TELCON 2019

detection-cum-amplification bandwidth of 7.6 GHz at the
flux density of 10%° /nv-s is achieved with the generalized
model, thus, showing its potential in high data rate UV

communication applications. The devices’ responses can be

further improved through optimization.

TABLEI. PERFORMANCE COMPARISON OF GAN OPFET ILLUMINATION MODELS.
GaN buried-gate front illuminated OPFET with Au gate (vgs=0 V, V=10 V, A=350 nm) [17]
Photon Photo-

Flux Photovoltage | Responsi- current EQE (%) Sensitivity Switching Bandwidth Detectivity fr
Density V) vity (A/W) Gain (%) time (s) (H2) (cmHZY2wWY) (Hz)
(/m?-s)

7.37

0 (O et e B I 67ps | - GHz
10% 0.346 V 1.1x10° 2x10% 3.86x10% 15.06 53.6 ps 10.1 GHz 7.73x10% 6.1 GHz
10% 0525V 1.6x10° 3.1x107 5.8x10° 7.13 48 ps 334 GHz 1.17x10% 5.8 GHz
102 0.7V 3.69x10° 6.92x10* 1.31x10° 20.85 34 ps 4.87 MHz 2.6x10M" é::'_g

GaN buried-gate back illuminated OPFET with Au gate (vgs=0 V, Vas=10 V, A=350 nm) [17]
Photon Photo-

Flux Photovoltage | Responsi- current EQE (%) Sensitivity Switching Bandwidth Detectivity fr
Density V) vity (A/W) Gain 0 (%) time () (H2) (cmHZY2wW-Y) (H2)
(/m?-s)

7.37

0 L T e i 67ps | - GHz

16 10 11 16 7.25

10 02V 5.6x10° 1.06x10 2x10 8.7 60 ps 16.34 GHz 3.95x10 GHz

10% 0.38V 1.2x10° 2.2x107 4.2x108 8.63 54 ps 28.5 GHz 8.2x10% 7.1 GHz

102 056V 157x10° | 2.94x10° | 5.56x10° 67.1 4ps 0846 MHz | 9.97x10% o2

GaN front illuminated OPFET with Au gate (Vgs=0 V, V=10 V, A=350 nm) [T hiswork]
Photon Photo-

Flux Photovoltage | Responsi- current EQE (%) Sensitivity Switching Bandwidth Detectivity fr
Density V) vity (A/W) Gain ° (%) time () (H2) (cmHZY2wW-Y) (H2)
(/m3-s)

0 ¢ T e e [ — -7 1S I— 5.2 GHz
10 0.2696 2.9x10° 1.916x10° 1.03x10% 62.31 0.45ns 5.8 GHz 6.57x10%° 6.2 GHz
10% 0.4483 V 5.8x10° 3.9x10° 2.1x10° 38.66 0.268 ns 12.87 GHz 1.17x10% 6.7 GHz
102 06271V | 442x10° | 29x10° | 157x10° 835 38ps 078MHz | 7.55x10% o

GaN generalized model of OPFET with Au gate (vgs=0 V, Vas=10 V, A=350 nm) [Thiswork]
Photon Photo-

Flux Photovoltage | Responsi- current EQE (%) Sensitivity Switching Bandwidth Detectivity fr
Density V) vity (A/W) Gain ° (%) time (s) (H2) (cmHZY2wWY) (H2)
(/m3-s)

0 (O N e e T S 125ns | - 5.2 GHz
10 0.65V 5.25x10° 6.94x10° 3.73x10% 85.7 0.16 ns 2.836 GHz 9.145x10'° 7.6 GHz
10 12V 120x10° | 171x107 | 9.2x10° 55.67 58ps | 1097GHz | 1.78x104 o
102 1724V 201x10° | 385x10° | 2.068x10° | 5394 22 ps 327MHz |  3.9x10% K
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TABLEII. THE COMPARISON OF SIMULATIONS WITH THE LITERATURE.
P:())/\?g((ijte EQE of 47%, detectivity of 2x10% cmHz¥?W-, bandwidth of 3 MHz, and LDR of 100 dB at an optical power density of 1 mW/cm? at
11 0.1V reverse bias at 350 nm wavelength
Responsivity of 721 A/W, EQE of 2,45,300%, detectivity of 3.4x10* cmHZzY2W-%, and LDR of 80 dB
Solution . 2 ]
proc 0! at apower density of 1-1.25 pW/cm? and abias of -9V
”3“0‘[’;‘]”'0'% Responsivity of 1001 A/W, EQE of 3,40,600%, rise time (25 ps), fall time (142 ps-fast, 558 ps-slow),
bandwidth of 9 kHz, and detectivity of 2.5x10* cmHzY2W-!
Organic-
Inorganic Responsivity of 240 A/W, EQE of 8.5x10%%, detectivity of 3.72x10™ cmHZzY2W2, and LDR of 60 dB at abias of -10 V
hybrid [3]
Fullerene-based Responsivity of 1.28 A/W, EQE of 408%, and LDR of 120 dB under 0.1 W/cm? illumination at a bias of -8 V
4 Detectivity of 6.5x102 cmHzY2W* at a power density of 1 uW/cm? at abias of -6 V
All-graphene p-
n vertical Responsivity of 0.2 A/W, detectivity of 2x10™ cmHzY2W* at abias of 1V, and LDR of 93 dB
junction [5]
hﬁ%ﬂ&g}gn Responsivity of 3 mA/W, on/off ratio of ~10* at 0 V bias under 370 nm illumination at an optical power density of 0.85 mW/cn?, rise
[16] and decay times of 0.69 ms and 13.5 ms respectively, and LDR of 80 dB
Solution
processed
naigga/\ﬁiile Responsivity of 1.51x10° A/W, detectivity of 2.05x10* cmHZzY2W-%, and LDR of 60 dB at 350 nm at an optical power density of 10.6
2
composite films uw/em
71
ZnO/Ag
r;gr%ovgsrieti/ﬁ?g Responsivity of 2.4 A/W, detectivity of 6.8x102cmHzY2W at 1 V bias at an optical power density of 10 pW/cm?, response and
P 18] recovery times of 3.53 s and 3.67 s respectively at 4.9 mwW/cm? optical power density, and LDR of 64 dB
TABLEIII. PARAMETERS USED IN CALCULATION.
- - hybrid structure,” ACS applied materials & interfaces, vol. 6, pp.
— Dimensions and other parameters 14690-14694, July 2014,
meter Name Value Ref Unit [4] Y. Fang, F. Guo, Z. Xiao, and J. Huang, “Large gain, low noise
- w3 nanocomposite ultraviolet photodetectors with a linear dynamic
z Channel Width 100x12 [13] (m) range of 120 dB,” Advanced Optical Materias, vol. 2, pp. 348-353,
L Channel Length 3x10 [13] (m) April 2014
= - — .
a Aclt'o‘;ﬁz':é"frnfhﬁ'l‘t”% 015107 | [13] | (m) [5] C.Kim, S Kim, D. Shin, S. Kang, J Kim, C. Jang, S. Joo e 4.,
Nar t;. Y 4.95x10% (/m°) “High photoresponsivity in an all-graphene p-n vertical junction
concentr (';;T\l p——, photodetector,” Nature communications, vol. 5, Feb. 2014.
Low figdd electronp [6] K.Hu,F. Teng, L. Zheng, P. Yu, Z. Zhang, H. Chen, and X. Fang,
u mobilit 0.1 [20] | (m?V.9) “Binary response Se/ZnO p—n heterojunction UV photodetector
y with high on/off ratio and fast speed,” Laser & Photonics Reviews,
®s SChO“kX Baé :ﬁf Height 0.88 [21] ) vol. 11, pp. (1600257-1)- (1600257-7), Jan 2017.
Carr'er( éll;)c't ?nthe [7] Z.1Jin, L. Gao, Q. Zhou, and J. Wang, “High-performance flexible
vy ' (\j/ ectl' Y1 y 2x10° [22] (m/s) ultraviolet photoconductors based on solution-processed ultrathin
__direcuon ZnO/Au nanoparticle composite films,” Scientific reports, vol. 4,
T Lifetime of holes 0.9x10° [23] (9 March 2014.
— —
In L|fet||3r:re (.’f _e|_ectrons ;gfxfgu [gj] F(/S) [8] Z.Yang, M. Wang, X. Song, G. Yan, Y. Ding, and J. Bai, “High-
€ rmittivity 22X (24 | (F/m) peformance ZnO/Ag NanowireZnO composite film UV
a Absorption Coefficient 8x10° [25] (m) photodetectors with large area and low operating voltage,” Journal
@350 nm of Materials Chemistry C, vol. 2, pp. 4312-4319, April 2014.
[9] C. Baack, G. Elze, and G. Walf, “GaAs MESFET: A high-speed
optical detector,” Electronics Letters, vol. 13, pp. 193-193, March
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Abstract—The study of Carbon nanotube field effect
transistor extensively in the past few years and have developed
applications in CMOS devices, because of the capability of
ballistic transport mechanism bellow the 200nm. In this article
exhibited device performance and scaling perspectives of
Double gate carbon nanotube field effect transistors (DG-
CNTFET) with doped source and drain extensions. The
simulations results achieved in the current paper follows self-
consistent solution of 3-D Poisson-Schrodinger equation
considering open boundary conditions, for non-equilibrium
Green function methodology, where arbitrary gate dimensions
and device architecture is considered. The investigation of
short channel effects for different gate structure and the
geometrical parameters expresses that double gate devices
presents quasi-ideal threshold voltage, Transconductance
without extremely lowering the gate dielectrics medium.
Exploration of devices expresses that ON currents per unit
width are predominant in the range of 10"7- 10"8, whereas
high-frequency performanceisin the order of terahertz.

Keywords: Ballistic transport, carbon nanotubes (CNTSs),non-
equilibrium Green’s function (NEGF), technology computer
aided design (CAD).

[. Introduction
In relation to ITRS field gap [12], Silicon based As technology
scaling has improved over the years to the nanometer range,
technology is anticipated to accomplish its resizing limit at the
extend of 5nm [12].

The scaling edge of the semiconductor industries has reached
maximum limit,the problem occur due this punch through,hot
carrier effect ,mobility degradation that limit the CMOS
technology for futher scaling down.industry has tries with different
variation in structural change in device for improvement in scaling
so now the search has been increased for novel material such as
carbon nanotubesingle electron tunneling ,Quantum cellular
automata.Compared to other materiadl CNT has same operating
principle and structure so the current infrastructure of Si-based
technology can be reused using CNT.

Carbon Nanotubes is the graphene sheets which is rolled into
cylindrical tubes along with associate axis. The microscopic
morphological chirality that defines the basic Properties of CNT
like diameter, channel length. Depending upon the angle of the
orientation of carbon rolls CNT behavior change depending upon
the chira vector (n,m) If (n-m) is divisible by three, the tube is
metalic else it will be semiconductor. The chira vector (n,m)
which define CNT where n is correlated with diameter ,m define
thetotal length of CNT.

The majority of the CNTFETs made-up are of planer type as a
consequence of their relative plainness and temperate compatibility
with obtainable producing technologies. In planer technology the
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top gate morphology offers the paramount performance [4]. But
coaxial is most well-liked as a consequence of it increases the
capacitive coupling sandwiched in the midst of the gate along with
CNT surface, thereby causing additional charge in channel at a
known gate potentia than aternative geometries. For our
simulations there have a affinity to be development double gate
planer geometry.

We have simulated double gate CNTFETS for channel length (L)
30-80nm and diameter (d) 0.5-1nm for various dielectric medium
to examine the mgjority proficient device morphology. We have
investigated and compared completely different structure on the
foundation of adiversity of parametersi.e.

ION/IOFF ratio, transconductance (gm), inverse sub threshold
slope (S) in extension to threshold voltage (Vth). Simulations are
engaged in NanoTCAD Vides. Double Gate CNT FETs are
determined, where Poisson equation in three dimensions in like
manner electrostatic potential and source-electron transport is
evaluated by using Landauer formalism.

The structure is been adopted for the Poisson equation that's at the
equivalent instance involved the non equilibrium Green's function
(NEGF) formalism exploitation the mode space approach, which
empower the computation of transport for a little range of electron
sub bands with a less computational cost. This paper includes
morphological and through empirical observation relevant Double
gate CNT-FETs with doped wells extensions, and evaluates their
performance with the necessity of the ITRS. During this case, code
is developed that is able to enumerate full band Schrodinger
equations by using open boundary conditions.

The code isreferred in NANOTCAD ViDES [6], which be capable
of be used for genera structures, since it doesn't take prevalence of
specific symmetries and can take into account structures within
which the couple CNTs aong with traditional semiconductors are
as one given. Our sane duplicate spectacle that Double gate CNT-
FETs are pleasant for 1) driving high ON currents per unit length;
2) providing lon/loff ratio with 20-nm gate length Il. “BASICS OF
DOUBLE GATE CARBON NANOTUBES”, The Carbon
nanotubes, discovered by S. ljiima in 1991 while found out that
molecular framework incorporate of carbonium.

This may be looked into as the results of layers of folding graphite
into carbon cylinders and maybe self-possessed of one shell-single
wall nanotubes (SWNTSs), or of many shells-multi-wall nanotubes
(MWNTS) as exhibited in fig.1. Looking on the folding angle and
the diameter, nanotubes may be metallic in nature or
semiconducting which depends on on the chiral vector, the circular
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vector that is at right angles to the axis of the tube [1].

Figure 1: Structural view of Double gate carbon nanctube field effect
transistor

1. SIMULATION APPROACH

The Simulation performed in 3-D obeys Poisson equation

V) w0 =mulplz) )+ ) w4 )=o)

Where E:[' :-} electrostatic potential, = dielectric constant,
Ny [;:-}. and &y [':-J} are the concentrations of ionized donors and

acceptors, respectively, and pj-. is the fixed charge. The electron
and hole concentrations (n and p, respectively) are classified by
dealing with the Schrodinger equation and its open boundary
conditions by virtue of the NEGF formalism [7].A closed binded
Hamiltonian with an atomistic (pz orhitals) rea-space basis [8]
applied with ahopping parameter t=2.7 V.

The Green’s function is described as

GE) =[e1—H— 5- b
Where E is energy, | identity matrix, H Hamiltonian of the CNT,
and Y S and Y D are the self-energies of the source and drain,
respectively. As exhibites complete ballistic transist is assumed as

working bellow 200nm.

The considered CNTs are al zigzag nanotubes, but the
contemplated approach can be easily derive to nanotubes with a
generic chirality since the required changes associate only the
Hamiltonian matrix. As the length and chirdity of the tube is
known then the co-ordinates of the individual carbon atom can be
figure out [9]. After that, the 3-D domain is discretized so that a
grid point is defined in correspondence with each atom, while a
user-specified grid is defined in area not including the CNT.

Let us consider the point charge approximationi.e., al free charge
around each carbon atom are spread equally in each elementary
cell along with atom. Assume that chemical potential of the
reservoirs is co-ordinated at equilibrium state of Fermi level in
CNT. The CNT s inclined with no confined states, where the
electron concentration is given by the following equation:

w(=)=2 [on aETlwe (E=)rflE—g ) +1walE=)rfE -5 )
The hole Concentration is given by:
p(=)={2"

;iz—.&,:_'[]

dEf|wp (B =) 1411 — F{E — &, )1+ |wu (B =) 112 -
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Where — is coordinate of the carbon site, f is Fermi—Dirac
r N N
occupation factor, |#5]° (|wg|®) is probability that states

implant by the source (drain) reach the carbon site »and Eg_

(Ez,,) are the Fermi level of the source (drain).
The current has been enumerate as

==

"

—&,) —f(E—&,)]

Where q is electron charge, h is Planck’s constant, and T (E) is
transmission coefficient computed as[7].

T=-Tr[(Z:—L:) G (Z, —Z5) 67

Where Tr is trace operator. We have to point out that with current
model, the one-dimensional (1-D) transit between source and drain
reservoirs, athough leakage gate current is not considered. On
considering the devices with channel length of minor nanometers,
it can be shown that the gate current is negligible with respect to
the drain current. From a mathematical point of view, Green’s
function is computed using the recursive Green’s function (RGF)
technique [10], [11]. To articulate and explain the context of self-
energy matrix, which can be interpreted as a boundary condition of
the Schrodinger equation. In particular, the simulation analysis
depicts about a self-energy for semi infinite edge tested for
boundary conditions that results to consider CNT to be connected
for infinite length at its ends.

metal gate

& [t
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Figure 2: thedefined DG-CNTFET in theinput deck CNT file.

. SIMULATION ANALYSISAND RESULT

In this work, we consider a (13, 0) CNT channd with a 1.5nm-
thick oxide as the gate insulator. The height of each SB is assumed
to be half of the CNT energy band-gap (mid-gap SB). We assume a
ballistic channd length of 60nm, which is divided into three
regions. Without loss of generdlity, it is assumed that the gate in
each region has the same length (20nm). The gate current is
assumed to be negligible, and the drain current of the transistor is
evaluated using the Launder formula.
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Figure 3: Transfer characteristic of double gate carbon

nanotube field effect transistor.

Casel: 13,60
voltage
Currents{ids) lon/l off Transconductance

0.00E+000 8.53E-011 42277109
1.00E-001 5.08E-010 4.35010"-8
2.00E-001 4.86E-009 5.55*10°-7
3.00E-001 6.04E-008 4.456*10°-6
4.00E-001 5,06E-007 § 1594* 10°-5
5.00E-001 2.10E-006 1371007 261105
6.00E-001 4.71E-006 3.2*10°5
7.00E-001 7.91E-006 3.39°105
8.00E-001 1.13E-005 35105
9.00E-001 1.48E-005 3.6*10°5
1.00E+000 1.84E-005

Table 1
Transconduc
tance  with
respect to
chiral vector
(13,60)

Table 2: Transconductance with respect to chiral vector (19,60)

Case2: 19,60

Voltages Current lon/loff Transconductance
0.00E+000 1.92E-009 7.9°10"-7
1.00E-001 8.12E-008 1.09*10"-5
2.00E-001 1.18E-006 3.2310"-5
3.00E-001 4.41E-006 3.26*10"-5
4.00E-001 7.67E-006 1.19*10"-5
5.00E-001 8.86E-006 6.1¥10"3 2.74*10"-5
6.00E-001 1.16E-005 3.710"-5
7.00E-001 1.53E-005 4.4*10"-5
8.00E-001 1.97E-005 4.8*10"-5
9.00E-001 2.45E-005 5*10"-5
1.00E+000 2.95E-005

Table 3: Transconductance with respect to chiral vector (26,60) .

Case 3: 26,60

Voltages Current lon/l off Transconductance
0.00E+000 1.01E-007 1.31*10"-5
1.00E-001 1.41E-006 5.34*10"-5
2.00E-001 6.75E-006 5.95%10"-5
3.00E-001 1.27E-005 4.1*10"-5
4.00E-001 1.68E-005 1*¥10"-5
5.00E-001 1.78E-005 1.2%10"2 2.9%10"-5
6.00E-001 2.07E-005 4.3*10"-5
7.00E-001 2.50E-005 4.6*10"-5
8.00E-001 2.96E-005 4.9*10"-5
9.00E-001 3.45E-005 5.4*10"-5
1.00E+000 3.99E-005
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Table4: Transconductance with respect to chiral vector (10,60) .

Case 4: 10,60

Voltages Current lon/l off Transconductance
0.00E+000 3.61E-014 1.64*10M-11
1.00E-001 1.68E-012 4.21*10"-10
2.00E-001 4.38E-011 1.36*10"-8
3.00E-001 1.41E-009 3.33*10"-7
4.00E-001 3.47E-008 3.85*10"-6
5.00E-001 4.20E-007 3.8410"8 1.4*10"-5
6.00E-001 1.82E-006 2.2%10"-5
7.00E-001 4.02E-006 2.6*10"-5
8.00E-001 6.62E-006 2.7%10"-5
9.00E-001 9.32E-006 2.88*10"-5
1.00E+000 1.22E-005

A. Variations of chiral vector on threshold voltage

A carbon nano tube can behave not only as semiconductor but also
as conductor. The orientations of carbon atom depend on the angle
of CNT tube. This is considered as chirality vector and is
represented by the integer pair (m, n). The circumference of a
carbon nanotube is expressed as,

C=nal + ma2 Q)

semiconducting is judged by its indices (m, n). The nanotube is
metallic if n= mor n-m = 3i, wherei is an integer. Otherwise, the
tube is semiconducting [12] . The geometry of graphene lattice and
chiral vector of the tube determines the structural parameters such
as the diameter of CNT, unit cell, carbon atoms, along with its size
and shape which are covered by Brillouin zone. The diameter
calculation of CNT is based on the following equation:

".,-"]_ﬂl:.
= . @
Where,

©;=0.142 nm is the inter-atomic distance between each carbon
atom and its neighbor.

Figure 4: Graphene atomic structure with chiral vector.
Ut

Vi =
T (©)
Where q is electronic charge, a is lattice constant with dimension
of 2.49 A with carbon 1 to m bond energy. CNTFETSs provide
unique prevalence to control threshold voltage by varying the

chirality vector, or the diameter of the tube.
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The Vgs voltage that generates reference current is considered as
the threshold voltage for transistor with varying chirality. The
chira vector plays vital role in deciding the diameter of carbon
nanotube. Through the simulation result shown below, it is
expresses with reference to threshold voltage controlled by varying
the chiral vector. In Table 1, we have considered 12 different
combinations of chiral vector and analyzed them to evaluates the
threshold voltage respectively.

Figure 7: Two dimensional view of Poisson model
for current calculation.

Figure 8: Two dimensional view of Poisson equation model
for current calculation.

Table5: Threshold voltage with respect to different chiral vector.

Chiral Vector(m,n) Threshold voltage(V)
(4,0 1.392
(6,2) 0.7719

(16,12) 0.2288
(8,0) 0.6958
(9,) 0.535
(17,9) 0.2434
(11,0) 0.506
(13,2 0.3946

(24,13) 0.1712
(14,0) 0.3976
17,3) 0.298

(19,60) 0.293

(26,12) 0.1654

I11. cONCLUSION
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In the current work a novel 3-D NEGF-based simulation
results for DG - CNTFET architecture is proposed which has
enables to investigate the performance perspectives of CNT-FETSs.
In principle, the random distribution of dopants in the reservoirsis
significantly observed with device performance which degrades
the current in the OFF state by severa orders of magnitude by
10"-2. It is observed that DG structures exhibit a narrow short
channel effects even with thick silicon oxide gate dieectric (1
nm).This is an acceptable threshold voltage for devices with the
channel length up to 20 nm.

The driving currents and transconductance measured are
compared as per ITRS requirements. The loff results in few
problems due to the presence of localized hole states in the
channel. However, good lon/loff in the range of 1077 to 108 is
achieved by reducing the tube density in the CNT-FET array, still
satisfying ITRS requirements.
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Abstract— There is vast enhancement in agriculture
sector worldwidei.e. different tools and technologies are
being used in agriculture now a days. New technology
called Internet of Things (IoT) is used to improve
efficiency, productivity, global market and to reduce
human inter cession, time and cost. | oT isthe network of
devices which transfer the information without human
involvement. Hence, to gain high efficiency, 1oT works
in synergy with agriculture to obtain smart farming.
This paper focuses on use of loT for agricultural
benefits in rural India and also involve one experiment
carried out in lab for fertilizer content detection using
near infrared laser absorption with its appropriate
results.

Keywords-10T, Smart Agriculture, Sensor Technology,
Digital world, Mobile Apps

I. INTRODUCTION

Development of farming in different phases like
survival farming in 18" century, barns farming in 191
century, animal-powered farming in early 20"
century and machine powered farming in late 20"
century. Now a days an age of data powered farming
is coming into picture, via open statistical data setson
climate condition and crop yields, Internet of Things
(1oT), smart technologies and drones.

loT in an agricultural context refers to the use of
sensors, cameras, and other devices to turn every
element and action involved in farming into data
Remote sensing & 10T are part of new innovations.
For example, Science-based anaytic tools like
FieldScript uses for recommendations on planting,
accurate seeding and inherent gain. Monsanto’s
Integrated Farming System (IFS) used to map and
forecast potato yields, farm imagery has been used by
GroundCover, With the help of smartphones,
CanopyCheck app offers an extra data about geo-
location statistics to farmers. To locate the movement
and healthiness of cattle as well as for detection of
diseases and their prevention, GrowSafe System uses
SEeNsors.

A. Useof loT in Indian Agriculture:

India’s startup ecology is the 3rd largest technical
startup ecology in the world,. 60-65 percent startups
are of the Indian |oT system, and 70 percent of them
are not more than seven years old. These startups are
aiming to the customer as well as agricultural and
industrial areas[1].
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For small crofters who use sprinkler or drip systems,
one of the biggest challenges is to irrigate feild,
where water is a limited resource. Contribution of
Indian agriculture is 17 percent to the GDP of india
and 61.5 percent of Indian population depend on
agriculture for their source of income. Drought, lack
of reliable labour, and poor frame of infrastructure
gives rise to in reduced yield of crop. By combining
loT sensors and activators, can be used to control it
remotely by means of mobile applications. To irrigate
fields and helping farmers to save water. Solution
oriented 10T based Startups like Avanijal has been
developed in Indiato help farmer in irrigation.

Several 24 Indian 10T Startups for agriculture sector
has been tracked by India Electronics and
Semiconductor Association (IESA), which receive
financial help are Wifinity, Nimble Wireless, GOQii,
Ducere, SensGiz, Connovate, Systemantics, Ray IT,

Ineda Covacsis, ConnectM  Eravaku, Altizon,
GreyOrange,  ildeaForge, LogiNext,  Silvan
Innovation, Entrib, Altiux Stellapps, Ecozen ,

CardiacDesign Labs ,iBoT, and Embrace [2].

B. Enter the digital twins:

An exact replica of a physical system which is
continuously monitored is nothing but a digital twin.
Gartner has identified this digital twin in 2017 as one
of the top five trending technologies To monitor
agronomic  machine efficiency and decrease
downtimes, digital models offer deep perceptions on
physica asset by continuous learning, For well
development of farming machinery digital twins offer
very useful competencies.

There are many companies functioning to use 10T
in agricultural India, Financial safety to farmers are
provided by 12 percent of all 10T startups in India.
Agritech company is one of them, SatSure uses 10T to
report information irregularity, Gramophone uses |oT
technology. Avanijal’s app help farmers to save
water by irrigating their fields, Smart farm
machineries are build by Green Robot with the help
of robotics and 3D vision technology. In Indian
agriculture 10T Program Green Robot and Avanijal
are front-runners in Qualcomm Design, which
combine Qualcomm technologies and it’s platforms
and inspires Indian companies to produce inventive
hardware designs [3].

Nowadays application of 10T is a global demand
and it is very benificial for the country like India
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where agriculture is the main source of income and
overall development of country. 10T can reinforce the
capability of rura populations to become financial
carters and worth makers and generate new
employment and opportunities. 10T is renovating the
farming industry through most innovative and
practical applications.

Summary of applications and their benefits are given
infollowing Table 1.

TABLE . loT Applications and Benefits

Sector Mobile Application Benefits
1.GIS system for 1.More awareness of
planning innovative approaches
Agriculture | 2.Teleeducation, 2.Improved food
Scientific databases production
3.Telecentres, 3.Seasonal planning risk
information servicesfor | mitigation
pricing
1.Telemedicine 1.Increased productivity,
Animal (Audio/Image reduced travel costs
Healthcare | transmission, 2.Broader service reach
Collaboration) for experts
2.Digital publication of 3.Moreresponsive
medical research healthcare
3.0utsourcing of
services

Il. THEORY

Things to be Considered Before Developing
Agricultural 10T Apps. Farm’s performance and
revenue can be increased with the help of some smart
loT devices. However, it is not an easy task to
develop l1oT apps for agriulture. There are certain
challenges one should be consider before endowing
money in |oT operated farming [4].

1. Hardware

To construct an 10T operated app for farming, you
require to select the suitable sensors for your device
or you have to generate a custom one depend upon
your device constraint. The data or info or statistics
you want to gather and the motive of your results are
the key constraints for your choice. In any
circumstance, the decisive parameter is sensors
quality for success of 10T product, it depends on the
correctness of the gathered data and its dependability

(5]

2. The Brain

For each |oT operated agriculture solution Data
analysis is a the center. If you cannot make
perceptiveness of the collected data it will not be
helpful for you. Thus, you require to have dominant
data anaytics capabilities. In order to obtain
actionable perceptions based on the gathered data,
apply forecasting algorithms and machine learning.

3. Maintenance

For agricultural 1oT products, maintenance of
hardware is atask that is of significant importance, as
sensors used in farming field can be broken easily.
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Hence, you need your hardware which is robust and
easy to maintain else, you will in effect change
sensors used in farming field more frequently.

4. Mohility

loT operated farming apps should be personalized
for usage in the farming land. A farm manager or
business owner must be capable to access and control
the statistics on site or remotely via desktop computer
or a smartphone. Plus, each associated equipments or
devices must be self-sufficient and have plentiful
broadcast range to converse with the other
equipments or devices for sending records and data
statistics to the central server.

5. Infrastructure

You need a firm central infrastructure to confirm
that your 10T operated farming app executes thriving
and to making sure about it’s data handling
capability.  Moreover, security of  centra
infrastructure is also a main concern. Failing of the
security system of central infrastructure can cause
burglarise your data, or someone can also take control
of your self-governing system.[6]

I1l. TECHNICAL WORK

Due to overfertilization of agricultural soil,
subterrestrial  water also  began to become
contaminated with fertilizers. It isimportant to reduce
this underground water pollution by increasing the
quality of fertilizers and improving the efficiency
with which they are applied. An experiment is carried
out to verify this

A. Tools Required:
Hardware:

Near IR Laser Module
BPW34 Photo Diode
Potassium Dichromate
(K2Cr207)

Arduino UNO

Software:
LabVIEW

Fig.1 Procedural setup of experiment
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B. Experimental setup:

Fig. 2 Top view of experimental setup

When IR beam interacts with test sample, the
scattered light is detected at photo diode. The amount
of photon absorption by a sample can be easily found
out by calculating transmitted light intensity at photo
diode. [7]

C. Procedure

1. Arrange the components as shown in experimental
setup.

2. Design experimental block diagram in LabVIEW.

3. Load the graphical program of LabVIEW in
Arduino.

4. Select proper serial port and analog channel in
LabVIEW.

5. Run the program.

6. Then pass the IR laser through pure water sample
(100ml) for some time.

7.Add 10 g of Potassium Dichromate in pure water
sample.

8. Observe and record the voltage reading using
LabVIEW.

9. Export recorded datain Excel Sheet using
LabVIEW.

D. Smulation:
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Fig 3 Block diagram design in LabVIEW

Fig.4 Front Pand in LabVIEW

IV. RESULT AND DISCUSSION

Fig. 5 Obtained Graph from experimental setup

The molecules in the sample will start increasing
their vibration, when laser beam of gpecific
wavelength is focused on a test sample. For this
experiment we have used IR laser module operating
at 808 nm having output power of 500mw. We have
used potassium dichromate which is use in fertilizer
asasample for this particular test.[8]

We have added potassium dichromate in pure water
sample at an instant of 150 sec, and then the graph is
drawn from the data obtained by LabVIEW. From the
above graph it is clear that there is a voltage drop
after 150 sec, which indicate that the certain amount
of IR light is absorbed by potassum dichromate
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molecules.[9] From the potential difference perceived
in the graph it is possible to determine the content of
specific fertilizer in the soil-water sample. Thus,
using the same experimental setup we can find
different fertilizer content in soil-water by looking at
its photon absorption characteristics.

NI LabVIEW software connected with internet are
used to analyze this type of experimental results
remotely.[10]

V. CONCLUSION

There are numerous benefits of using 10T in
agricultural India such as better control over the
internal processes, cost management, waste reduction,
increased business efficiency through process
automation, enhanced product quality and volumes.
As well as al these factors eventually lead to higher
revenue. There are many types of 10T applications
and loT sensors which can be used in agriculture to
monitor Climate Conditions, Crop Management,
Greenhouse Automation, Cattle management and it’s
monitoring and End-to-End Farm Management
Systems.

In upcoming years, we need to do the following
things technology should be designed such that which
can save water, labour and electricity. Preset
schedules can be used to optimise use of water in
different seasons. Also, we can design system for
fine-tuning water distribution depending on the soil
quality. 10T in agriculture can unleash a range of
benefits. Productivity of agricultural workers can be
increased by automating processes such as remote
farming equipment. Remote farming equipment also
reduces travel costs in agriculture. For cattle, more
receptive healthcare services can be provided which
can indicate their health and can be tracked via
wireless sensors. In today’s era providing the
necessary training in the regional language to farmers
iscal of hour.
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Abstract— Country borders are required to be protected
from enemies or intruders. The soldiers on duty have a
heavy risk of their lives. To minimize thisrisk, a robot can
be placed ahead of the army. After some distance the army
will be deployed. A distance of 500m is enough to know if
therobot isin action or if thereisany harm toit. Thiswill
reduce the chances of human lossin case of any attack. An
Inteligence based unit is designed which can identify
human being and take necessary action on them as
commanded. The systems can provide a capability increase
to forces through expanded surveillance capabilities. The
robot will be placed on the borders and as soon as it will
detect presence of human it will immediately send an alert
to control room. At the control room live video streaming
of the area will be visble. An option to communicate with
person through cor dless microphone and speakersis given
if the person is not the attacker. If the robot is hit or
anything happens to the robot, an alarm will ring at the
control room. This paper presentsthe examination which is
considered important to ensure security and safety. Study
of motion detection and other sensor has been conducted in
order to make a mobilerobot with surveillance capability.

Keywordss PIR sensor, Wi-Fi, Robot, Surveillance,
Zigbee, control room, speaker, ultrasonic sensor, camera.

I.  INTRODUCTION

Now a day’s robotics research focused mainly on
design and development of autonomous and
compliant movable robots for unstructured and
natural environments such as planet surfaces rather
than for structured industrial environments. These
robots can be used to accomplish tasks like rescue,
security, surveillance in unstructured and natural
environments. This class of robots can be utilized for
tasks in the hazardous environments where human is
not capable of doing it. Here the focus is on
locomotion and choice of particular locomotion
mechanism which is best when compared to its
substitutes. Webster defines a robot as “An
autonomous device that performs functions normally
recognized to humans or a machine in the form
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human.” Generaly, it is a machine that functions
in spite of aliving person.
Robots are used for special applications like handling
hazardous situations and tasks that need high
accuracy and speed. A danger event normally occurs
by the negligence of humans. To implement real time
inspection and surveillance of the border security,
Border Safety Robot (BSR) system is developed.
Wireless sensor network is used to monitor physical
or environment conditions such as temperature, gases,
humans, metals etc. Our system consists of Wi-Fi
module, embedded system, microphone, speaker,
ultrasonic sensor, PIR sensor, wireless camera,
laptop, buzzer and intelligent program on the robot
vehicle. There are two main units in our system. One
is Control unit and other is Robot unit.

Il. PROBLEM DEFENATION

A soldier serves the armed forces of a country.
The importance of soldiers in India is very high in
defending and protecting its borders. Every country
has its own soldiers for its defence. Soldiers play the
most significant task in defending and protecting the
borders of India. A soldier is the most disciplined and
faithful personin anation. A soldier sacrifices hislife
bravely for his motherland. It is he who has to live
miles away from his family. While defending his
country he goes into the jaws of death. His life is not
a bed of roses; it is a bed of thorns. For him, defence
of country is most important in his duties and
responsibilities. The life of soldier is very important
for our nation. To overcome this problem we have
come across this idea “Border Safety Robot”. The
aready existing robot can only detect the obstacle.
The robot is using ZigBee module for wireless
communication which is of low data rate. Also, the
existing robots do not have the property to shoot after
the victim is detected by the command given through
the command room. This all problem are been taken
carein this project.
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1. WORKING

An Intelligence based Unit is designed
which will identify human being and shoot them if
commanded. Since we are using a machine, it is fast
enough to identify humans and shoot them.

It is designed by using wireless battery,
ATMEGA89c51 micro controller, laser, gun,
speakers, cordless microphone, wireless camera,
accelerometer, ultrasonic and PIR sensors. Robot
systems can be replaceable to a human in the case of
any situational issues.

Figure 1: CONTROL UNIT

1. Controller unit: Its Function is to receive inputs
from the sensors and transmit the required data to
the master controller. It receives the control
signals from master controller and moves the
robot. It receives the video signals from the
camera encodes it and transmits it to display
section at control site. It also generates PWM
control signals for the motion of robotics control
signals Wi-Fi unit. It receives the encoded data
from the controller and transmits through Wi-Fi
module.

2. Wi-F module: It used as transmitter and receiver
to transfer control data from control unit to robot
unit and vice versa through internet.

3. Display unit: It is used to display the received
video information which is used for robot
navigation.
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4. Robot driving motors: It has 4 high torque DC
motors for driving the robot. L293D Motor driver
is interfaced with microcontroller to control the
robot.

5. Wireless camera unit: It consists of an IP camera
with Wi- Fi hotspot connectivity. It may consist of
a camera with Wi- F router whose IP address is
known to us. Also it can be an android smart
phone running Wi-Fi live stream software.

Figure 2: ROBOT UNIT

In the proposed system we have implemented a
new technique to for overcoming the human loss. We
have planned of implementing a Robot in the place of
humans. It means that the military fully will not as
Robot. Only in the boarders we will place the Robots.
We use camera, DC motor, laser, Wi-Fi module, PIR
sensor, Ultrasonic Sensor, PC, and Robot. The
camera will be placed in all the border lines and also
along with the robots. The camera will be monitoring
al the places. If the person is victim then the Wi- Fi
which is connected to the controller will send the
information to another side of the Wi-Fi then the DC
motor is initialized and make the Robot to move
towards the person and attack them using the LASER.
If the person is victim the microcontroller sends
information to Wi-Fi, the Wi-Fi sends information to
the other side microcontroller then Robot is initiated
and the Robot will get the command from the
commander and act according to the command. This
robotic technology will be very useful for army of
every country so that the lives of many army
men/women’s are protected. The remote control
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station and the robot play very important role in the
future military operations.

Iv. COMPONENT DESCRIPTION
1. Hardware Technology

There are various types of methodologies by
which the Robot can be carried on. They are listed
below:

ESP 8266 WI-FI module

Wireless CCTV

USB TV tuner

PIR sensor

Ultra sonic sensor (SRHC 04)

Servo motor

DC motor

AVR atmega 16

Motor Driver

i. ESP 8266 WI-FI module

The ESP8266 is a low-cost Wi-Fi chip with full
TCP/IP stack and MCU (microcontroller unit)
capability produced by Shanghai-based Chinese
manufacturer.  This smal  module alows
microcontrollers to connect to a Wi-Fi network and
make simple TCP/IP connections. It support |IEEE
802.11 b/g/n Wi-FH, WEP or WPA/WPA2
authentication, or open networks. [3]

ii. Wireless CCTV
Wireless security cameras are closed circuit

television cameras that transmit a video and audio
signal to a wireless receiver through a radio band.
Many wireless security cameras require at least one
cable or wire for power; "wireless' refers to the
transmission of video/audio. However, some wireless
security cameras are battery- powered, making the
cameras truly wireless from top to bottom. Wireless
cameras are proving very popular among modern
security consumers due to their low installation costs
(there is no need to run expensive video extension
cables) and flexible mounting option wireless
cameras can be mounted/installed in locations
previously unavailable to standard wired cameras. In
addition to the ease of use and convenience of access,
wireless security camera allows users to leverage
broadband wireless internet to provide seamless video
streaming over-internet.[4]

iii. USBTV tuner
If the display is TV then the TV Tuner isused. A TV
tuner card is a kind of television tuner that allows
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television signals to be received by a computer. Most
TV tuners also function as video capture cards,
allowing them to record television programs onto a
hard disk much like the digital video recorder (DVR)
does.

The interfaces for TV tuner cards are most commonly
either PCI bus expansion card or the newer PCI
Express (PCle) bus for many modern cards, but
PCMCIA, Express Card, or USB devices also exist.
In addition, some video cards double as TV tuners,
notably the ATI All-In-Wonder series. The card
contains a tuner and an analog-to-digital converter
(collectively known as the analog front end) along
with demodulation and interface logic. Some lower-
end cards lack an onboard processor and, like a Win-
modem, rely on the system's CPU for demodulation.

Analog television cards output a raw video stream,
suitable for real-time viewing but ideally requiring
some sort of video compression if it isto be recorded.
More advanced TV tuners encode the signal to
Motion JPEG or MPEG, relieving the main CPU of
this load. Some cards aso have analog input
(composite video or S-Video) and many aso provide
aradio tuner. [5]

iv. PIR sensor

PIR sensors allow you to sense motion, almost
always used to detect whether a human has moved in
or out of the sensors range. They are smal,
inexpensive, low-power, easy to use and don't wear
out. For that reason they are commonly found in
appliances and gadgets used in homes or businesses.
They are often referred to as PIR, “Passive Infrared”,
“Pyroelectric”, or “IR motion” sensors. It is low cost
sensor. Rangeis up to 20 feet (6 meters). [6]

v.  Ultrasonic sensor (HC-SR04)

The HC-SR04 ultrasonic sensor uses sonar to
determine distance to an object like bats do. It offers
excellent non- contact range detection with high
accuracy and stable readings in an easy-to-use
package. It ranges from 2cm to 400cm, or 1 inch to
13 feet. It operation is not affected by sunlight or
black material like Sharp rangefinders are (although
acoustically soft materials like cloth can be difficult
to detect). It comes complete with ultrasonic
transmitter and receiver module. [14]

vi. Servo motor

A servomotor is a rotary actuator or linear
actuator that allows for precise control of angular or
linear position, velocity and acceleration. It consists
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of a suitable motor coupled to a sensor for position
feedback. It also requires a relatively sophisticated
controller, often a dedicated module designed
specifically for use with servomotors.

Servomotors are not a specific class of motor
although the term servomotor is often used to refer to
a motor suitable for use in a closed-loop control
system. Servomotors are used in applications such as
robotics, CNC  machinery or  automated
manufacturing. [7]

vii. DC motor

A DC motor is any of a class of rotary electrical
machines that converts direct current electrical energy
into mechanical energy. The most common types rely
on the forces produced by magnetic fields. Nearly all
types of DC motors have some internal mechanism,
either electromechanical or electronic; to periodically
change the direction of current flow in part of the
motor. DC motors were the first type widely used,
since they could be powered from existing direct-
current lighting power distribution systems. [8]

viii. AVRATMEGA 16

ATmegal6 is an 8-bit high performance
microcontroller of Atmel’s Mega AVR family with
low power consumption. Atmegal6 is based on
enhanced RISC (Reduced Instruction Set Computing,
Know more about RISC and CISC Architecture)
architecture with 131 powerful instructions. Most of
the instructions execute in one machine cycle.
Atmegal6 can work on a maximum frequency of
16MHz. ATmegal6 has 16 KB programmable flash
memory, static RAM of 1 KB and EEPROM of 512
Bytes. The endurance cycle of flash memory and
EEPROM is 10,000 and 100,000, respectively.
ATmegalb6 is a 40 pin microcontroller. There are 32
1/O (input/output) lines which are divided into four 8-
bit ports designated as PORTA, PORTB, PORTC and
PORTD.

ATmegal6é has various in-built peripherals like
USART, ADC, Analog Comparator, SPI, JTAG
etc. Each 1/O pin has an alternative task related to in-
built peripherals. The following table shows the pin
description of ATmegal6. [9]

iX. Motor Driver
The L293 and L293D are quadruple high-
current half-H drivers. The L293 is designed to
provide bidirectional drive currents of up to 1 A at
voltages from 4.5V to 36 V. The L293D is designed
to provide bidirectional drive currents of up to 600-
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mA at voltages from 4.5 V to 36 V. Both devices are
designed to drive inductive loads such as relays,
solenoids, dc and bipolar stepping motors, as well as
other high current high voltage loads in positive
supply applications.

All inputs are TTL compatible. Each output is a
complete totem-pole drive circuit, with a Darlington
transistor sink and a pseudo- Darlington source.
Drivers are enabled in pairs, with drivers 1 and 2
enabled by 1, 2 EN and drivers 3 and 4 enabled by 3,
4 EN. When an enable input is high, the associated
drivers are enabled. With which the driver outputs are
active and in phase with their inputs. When the enable
input is low, those drivers are disabled, and their
outputs are off and in the high-impedance state. With
the proper data inputs, each pair of drivers forms a
full-H (or bridge) reversible drive suitable for
solenoid or motor applications. [13]

2. Software Technology

i. AVRStudio7

AVR Studio 7 for writing ¢ code. Atmel Studio 7
is the integrated development platform (IDP) for
developing and debugging Atmel® SMART ARM®-
based and Atmel AVR® microcontroller (MCU)
applications. Studio 7 supports al AVR and Atmel
SMART MCUs. The Atmel Studio 7 IDP givesyou a
seamless and easy-to-use environment to write, build
and debug your applications written in C/C++ or
assembly code. It also connects seamlessly to Atmel
debuggers and development kits. AVR Studio can be
downloaded from Atmel homepage. [13]

ii. Flash magic

Flash magic software for burning the hex filesin
microcontroller. Flash Magic is a PC tool for
programming flash based microcontrollers from NXP
using a seria or Ethernet protocol while in the target
hardware. It has some excellent features like
changeable baud rate; erase al flash before
programming, setting security bits etc. The HEX file
created with the help of KEIL was selected through it
for programming the microcontroller. [15]

iii.  Proteus Design Suite

The Proteus Design Suite is a proprietary
software tool suite used primarily for electronic
design automation. The software is used mainly by
electronic design engineers and technicians to create
schematics and electronic prints for manufacturing
printed circuit boards.
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The Proteus Design Suite is a Windows
application for schematic capture, simulation, and
PCB layout design. It can be purchased in many
configurations, depending on the size of designs
being produced and the requirements for
microcontroller simulation. All PCB Design products
include an auto router and basic mixed mode SPICE
simulation capabilities.

The micro-controller simulation in Proteus works
by applying either a hex file or a debug file to the
microcontroller part on the schematic. It is then co-
simulated aong with any analog and digita
electronics connected to it. This enables its use in a
broad spectrum of project prototyping in areas such
as motor control, temperature control and user
interface design. It also finds use in the genera
hobbyist community and, since no hardware is
required, is convenient to use as training or teaching
tool. [12]

v. DATAFLOW

Figure 3: FLOWCHART

vl. FEATURES

PIR detecting sensor detects motions from up to
600cms.

Ultrasonic sensor detects the obstacle from
400cms.

Rabot can control from 200feets through remote
with the help of 434 MHz RF transmitter and
receiver module.
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Wireless camera sends real time audio and video
signals at remote location and its range is
150feets.

vil. OUTCOME

As soon as there is some intrusion or movement in
front of the camera, it captures the image; the image
is forwarded to the microcontroller board. The
camera is being able to cover the area around 180°.
Also the servo motor has the angle of rotation around
180°. The robot is be controlled wirelessly by Wi-Fi
module.

Figure 4: Model of Robot

The ESP8266 Wi-Fi module is a self
contained SOC with integrated TCP/IP protocol stack
that gives any controller access to the connected Wi-
Fi network. With the range/distance of 400 meters the
robot can be controlled. PIR SENSOR allows the
motion sensing, almost aways used to detect whether
a human has moved in or out of the range of sensor.
The range of the PIR SENSOR is up to 20 feeti.e. 6
meters.

Figure 4 shows the model designed which has
ultrasonic sensor near eyes, 360° moveable camera on
head, gun in hand.

VI APPLICATIONS

As fighting robot with terrorist hidden inside the
building.

As suicide attack bomb if it is going to be
caught by enemies.

To minimize the casudtiesin terrorist attack.
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Security Purpose.

IX. CONCLUSION AND FUTURE SCOPE

In order to strengthen the security and defense of
our country we desperately require robotic system
which will forearm our defense system. In the recent
past our world has witnessed plethora of terrorist
activities and in them we had encountered tragic loss
of life and property. Such humongous loss would
have been avoided if we would have strong life
saving robotic system in place. Hence in order to
make this world a beautiful place to live we
desperately require robot which will assist us in our
endeavor. Using this proposed technology, it gives a
helping hand to our security forces in detection of
intruders. This robotic system can aso be used in
high altitude areas where it is difficult for humans to
survive as some of our border areas fal into high
atitude areas.

Using 12V dc supply DC motor rotates 180 degree on
3.5 rpm. Ultrasonic sensor detects obstacle in range
of 2meter, PIR sensor range is 2 meter and there both
sensor sent data wirelessly using Wi-Fi module. This
Wi-Fi module range is 10 meter and sends data at rate
of 9600 baud rate at speed of 13 mbps.

In future we can interface GSM module for control
through mobile device. So there is no need of control
room and laptops, which will save cost of the system.
Bomb diffusion application can be implemented in
this system. Even metal detection can be done
through this system. 1. IR Sensors: IR sensors can be
used to automatically detect &avoid obstacles if the
robot goes beyond line of sight. This avoids damage
to the system.
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Abstract- Prototyping is a system development method
which is built, tested, and then reworked as necessary
until an acceptable prototype is finally achieved from
which the complete system can be developed. It is this
symbiosis that has brought about a revolution in the field
of development in large scale manufacturing industries
and at the same time given birth to precision
engineering required to perform complex tasks with
higher dimensional and time constraints. 3D
printing is the process of being able to print any object
layer by layer. To banish any disbelief we walked
together through the mathematics that prove 3D printing
isfeasible for any real life object. 3D printers create
three dimensional objects by building them up layer
by layer. The current generation of 3D printers typically
requires input from a CAD program in the form of an
STL file, which defines a shape by a list of triangle
vertices. The vast majority of 3D printers use various
techniques, FDM (Fused Deposition Modedlling), SLS
(Selective Laser Sintering), Stereo lithography,
Laminated Object Manufacturing etc. Adding to this,
there is also one advanced form of 3D printing that has
been an area of increasing scientific interest in the
recent years is bio printing. Cell printers utilizing
techniques similar to FDM were developed for bio
printing. These printers give us the ability to place cells
in positions that mimic their respective positions in the
organs. Finally, through a series of case studies, we can
use 3D printersfor a massive breakthrough in the field of
medicines on a large scale. We hope that this abstract
will facilitate at least a basic understanding of this vast
and multi-faceted branch of engineering and stimulate
the reader’s imagination toinnovate.

Keywords- 3D printer, Fused Deposition Modeling,
I. INTRODUCTION

Technology has affected recent human history
probably more than any other field. These
technologies have made our lives better in many
ways, opened up new avenues and possibilities, but
usually it takes time, sometimes even decades, before
the truly disruptive nature of the technology becomes
apparent

It is widely believed that 3D printing or additive
manufacturing (AM) has the vast potential to become
one of these technologies. What really is this 3D
printing that some have claimed will put an end to
traditional manufacturing as we know it
revolutionize design and impose geopolitical,

economic, social, demographic and environmental
and security implications to our everyday lives.
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The most basic, differentiating principle behind 3D
printing is that it is indeed a radicaly different
manufacturing method based on advanced technology
that builds up parts, additively, in layers at the
sub mm scale. This isfundamentally different
from any other existing traditiona manufacturing
techniques.
There are a number of limitations to traditional
manufacturing, which has widely been based on
human labour and “made by hand” ideology rooting
back to the etymological origins. And so to bring a
change or we can say a revolution in the traditional
technology and to make it smple, we have started
developing various new technologies and 3D
printing is one of them, that will help to bring a
change on a very large scale. 3D printing is an
enabling technology that encourages and drives
innovation with unprecedented design freedom while
being a tool-less process that reduces prohibitive
costsand lead times. Components can be designed
specifically to avoid assembly requirements with
intricate geometry and complex features created at no
extra cost. 3D printing is also emerging as an energy
efficient technology that can provide environmental
efficiencies in terms of both the manufacturing
process itself.
Applications of 3D printing will be emerging amost
by the day, and, as this technology continues to
penetrate more widely and deeply across industrial,
maker and consumer sectors, this is only set to
increase,

Il. PROBLEM DEFINITION

Back in the 80’s, there was an accepted practice
of producing the physical prototype of the product
that is to be mass-produced. This process has its own
challenges which include financial and time losses
due to flaws detection in the created prototype which
led to increased scrap release. Thus, to minimise the
mentioned loses and improve the accuracy and
speed of creating new products, a method called
“DIGITAL PROTOTYPING”. This process involves
the use of a 3D printer in conjunction with a 3D
rendering software such as AUTOCAD or CURA and
using the aid of modern electronic process devices
such as Arduino. This prototyping concept reduces
the amount of prototyping time and increases the
accuracy of the prototype to be created. It has its
application in various fields such as houses, fashion
field, armaments, utensils and many more.

I1l. LITERATURE SURVEY
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Author:  Athanasios Anastasiou, Charalambos
Tsirmpas, Alexandros Rompas, Kostas Giokas,
Dimitris Koutsouris. [2]

Title: 3D Printing: Basic concepts Mathematics and
Technologies.

Work Done: What is 3D Printing? How 3D Printing
is made real by using Fubini Theorem, detailed
explanation of Fused deposition modelling, Powder-
Binder Printing and Bio printing. Also states a case
study of 3D printing a heart. Learning from this
paper: Implementation of 3D printing mathematically
using Fubini Theorem and understanding the flow
about Fused Deposition method. 2 Author: KaufuiV.
Wongand AldoHernandez. [1] Title: A Review of
Additive Manufacturing.

Work Done: Introduction to 3D printing, all types of
3D printing processes.

Learning from this paper: Additive manufacturing
processes take the information from a computer-aided
design (CAD) file that is later converted to a stereo
lithography (STL) file and also the relevant additive
manufacturing processes and their applications.

IV. FUSED DEPOSITION MODELLING

Fused Deposition Method (FDM) is the most
preferred method here. This method has been
modified to use a material called bio-plastic which
is a nature friendly material. By using this material,
the speed of prototyping can be increased and
the desired prototype can be constructed in a
quarter of time. It uses the “additive” principle of
stacking the material in the form of layers which
unwinds from a metal coil. It uses a process called
stereo  lithography file format (STL) which
mathematically orients the model for build and slice
process. The fina model is formed by stacking the
strings of material extruded from the nozzle followed
by quick hardening. In order to push the filament
through the nozzle, a worm drive is used to attain a
controlled rate of fusion which facilitates easy
rectification of errors.
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The molten polymer used can be cooled by exposing
it to low temperature in the presence of an inert gas
such as argon, which significantly increases the in-
layer adhesion and results in improved mechanical
properties of the 3D printed objects.

1. A.Block Diagram:

2. B. Stepsfor printing any 3D object:

1. Develop the 3D object (AUTOCAD): It isa 3D
design and rendering software which helps the user
create 3D models of the possible prototypes. This
helps the industry to visualize the product before its
market testing and reduce the manufacturing and
production cost by a large amount. This also helpsin
the reduction of scrap. AutoCAD is universal design
software which has its application in various fields
such as architecture, civil, mechanical, electronics
and more. It is a very versatile design tool for
manufacturing and innovation industries. These are
the AutoCAD models that were prepared in order to
make the design and implementation easier. 2.
Conversion into STL file format: 3D prints are most
commonly generated from an STL or &l file
Standing for “stereo lithography” (what 3D printing
was named when it was first invented), this file
format is to 3D print the .doc file. To open and
manipulate an STL file, use any  computer-aided
design (CAD) <software. For decades, these
programs have been used by everyone from architects
to product designers, so there are many kinds of CAD
software available. We have used AutoCAD as stated
above. 3. Transfer to Cura Software to obtain the G-
code: This software helps to bring any 3D creation
into the real world but for doing this it needs to be
converted into a G-code file, as the 3D printer can
read the G-code format only and process as per the
file. Cura prepares the3D file in the blink of an eye
whilst intelligently assessing any areas that need
attention. Once the preparation of the 3D file is
done, the powerful 3D virtua previews that the
software provides alows the user to pan around the
design, so one can check everything as one imagined
the object to be and make the necessary changes
required. This 3D data generated can be used for
research purposes in domestic and military fields as
per the requirement. 4. Setup the Machine: Firstly,
we have to generate a code in Arduino which
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commands the nozzle to move along x, y and z axis
as per the requirement. Arduino is an open-source
electronics platform based on efficient hardware and
software. Arduino boards are able to read inputs such
as light on a sensor, a finger on a button, or a Twitter
message — and turning it into an output in forms such
as activating a motor, turning on an LED,
publishing something online. Arduino boards are
completely open-source, empowering the users to
build them independently and eventually adapt them
to their particular needs. The things that make
Arduino so specia are that it is inexpensive, also
provides cross- platform software, and provides
simple and clear programming environment and also
an open source and extensible. 5. Print: To start
printing a LCD screen is used as the information
screen. Pressing the knob on the information screen
main menu is accessed. The menu displayed depends
on the state of the printer. If it is waiting to run ajob,
it offers the menu “prepare” and while you are
printing it offers the menu “tune”. The voices and the
features available in these two modes are different
and it isimportant to know them, to avoid losing time
looking for functions that are in another mode.

Fig 3. Designing with CURA

Fig 4. LCD screen displaying the details while 3D
printing6. Remove the object for any post
processing: After going through all the process finally
the desired prototype is seen and then the necessary
tests are conducted on it and as the parts are build
layer by layer it gives us a brief idea about what
changes are to be done while making the fina
product which will in turn save a lot of time and also
the investment in the terms of money. The product
that will be made by the use of bio-plastic will be of
great help and also is very easy to dispose without
causing any harm to the environment. The future of
this printer is that it will be used on a very large scale
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in the medical industry and will help to solve the
various medical related issues related to knee, heart
etc. Also in the medical studies, it is of great
help for the budding students to understand the
various parts in detail which will enhance the
knowledge to a great scale.

V. RESULTS AND DISCUSSION

While executing the project we faced various
difficulties and we proved to refine them using
several solutions. The foremost problem faced was
that the initial layer was not printing properly and the
reason for this was that the length between the heat
bed and the nozzle. The solution to this was the
distance between the two should be no more or less
than 0.1mm. And after al these variations and
changes the problem was rectified and the proper
prototyping was achieved. Secondly, when we began
making the 3D object, the problem faced was that, the
nozzle was not able to print the product along the
desired place as anticipated and was leaping al over
the heat bed. This trouble was resolved by tightening
the fixed belt connected to the motor and responsible
for the drift of the nozzle in X, Y and Z
direction. The third problem faced was that, the PLA
or the ABS material used for constructing the
prototype was not securely attached to the heat bed,
due to which the filament was not capable to stick
properly on the heat bed and so printing was not as
per expectation. We came up with two simple
solutions and they are, the first by simply increasing
the temperature of the heat bed, the reason for thisis
that, the first layer being firmly attached to the heat
bed and will not leave the heat bed. And the second
solution is that by creating slurry of the filament used
and then applying on the heated bed. The durry is
prepared by just breaking up the PLA or ABS
filament into acetone and an alternate to this is to
apply glue that does not react with the filament used

Fig 5. Objects Printer with the designed 3D Printer
VI. CONCLUSION

On a concluding note it would be great to say that the
3D printing technology could revolutionize and re-
shape the world. Over here the manufacturing or the
design is based on the computer aided design and
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then dliced up into thin layers, to prepare a 3D model.
The extensive use of 3D printing technology shall
result in reduced manufacturing cost, design cost;
reliance on manpower, improved speed and accuracy
of prototyping, less connection between parts of a
product resulting in improved material properties and
better life expectancy. 3D printing is a future
technology that will help solve complicated
engineering problems and speed up the innovation.
The finishing achieved on this printer is as good as
an industry standard. Table 1 shows the comparison
of 3D printer available in market and the designed
printer Following are the specifications of the
designed printer:

Key Specifications:

1. Build resolution: 12.5 micron

2. Linear speed: 1Imm/s

3. Smart LCD Control Support.

4. Can be printed with both PLA and ABS.

Technical Specifications:

5. Build Volume: (214 x 214 x 165) mm

6. No. of Extruders: 1

7. Layer Thickness: 0.1 mm - 0.3 mm (This is
optimal, but you can go below that)

8. XY Positioning Precision: 0.0125 mm

9. Nozzle Diameter: 0.4mm

10. Filament Diameter: 1.75 mm

11. Power Supply: Input 230 V / Output 12V DC 240
w

12. Electronics. Printer Board REV D (4 Layer
Board, Derivative of Arduino)

13. Hot End: J head Hot End with Cartridge heater
1.75mm, 250C MAX Temperature

14. Heat Bed: MK2 PCB Heat Bed, 110C MAX
Temperature

15. Printing Material: PLA and ABS

16. Build Material: Uses high quality laser cut 6mm
Acrylic material

17. Motors: NEMA17 Stepper motors,1.8 step angle
(4.4 kg/cm torque)

18. Connectivity: USB, Micro SD Card using LCD
Smart Controller

19. Printer Weight: 10 Kg

Table 1. Comparison of Market and Designed Printer

Parameters Dremel 3D LARNS-to
Idea Builder create the
(Market) future
(Designed)
Build 100 micron 12.5 micron
Resolution
Build Platform Removable Removable
Interface Full colour Smart LCD
touch screen control support
Extruder Preinstalled Preinstalled
Workshop Fully Enclosed | Fully open
Cooling Fan Preinstalled Not installed
Warranty OneYear
Certification UL Certified Not certified
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Abstract—In a world with an fast growing population
day-by-day, there is a need of developing solutions for the
elderly living being. The Internet of Things is a new
reality that is completely changing our everyday life, and
promises to revolutionize modern healthcare by enabling
a more personalized, preventive and collaborative form of
care. Aiming to combine these two important topics, this
work presents an 1oT-ready solution for the elderly living
assistance which is able to monitor and register patients
vital information as well as to provide mechanisms to
trigger alarms in emergency situations. It is useful
because it requires low power and cost. Also it has
wireless characteristics. So it is the best solution to be
used anywhere and by anyone, in the form of comfortable
Wristband. Experiments demonstrated a good system
performance for the implemented functionalities, and an
average battery lifetime of 306 hours. For the working
range, the system is perform well within a range of 60
meters before the out-of-range warning being triggered.
Index Terms—Internet of Things (IoT), Health Care,
Elderly Living Assistance, Monitoring Wristband.

I. INTRODUCTION

The world is undergoing an unprecedented
technological transformation, evolving from isolated
systems to ubiquitous Internet-enabled ’things’
capable of generating and exchanging vast amounts
of valuable data [1,2]. This novel paradigm,
commonly referred as the Internet of Things (10T), is
a new reality that is enriching our everyday life,
increasing business productivity, and improving
government efficiency [2,3].

An important domain where 10T promises to
drive significant changes and cause a huge impact is
in health care systems [6]. The use of Information and
Communication Technologies in healthcare scenarios
have severa advantages of continuously monitoring
health behaviors [7], and the 10T model is enabling a
more personalized, preventive and collaborative form
of care, where patients are monitoring and managing
their own health, and the responsibility for health care
is shared between patients and the medical staff [8].
The loT hasthe potential to give rise to many medical
applications such as remote health monitoring,
chronic diseases, private health and fitness, and
pediatric and elderly care [6]. Among this wide range
of applications, the heath care of aging and
incapacitated individuals, called ambient assisted
living (AAL), is attracting specially attention, due to
the expected acceleration of global population aging
[9]. This kind of solutions can also be particularly
helpful in rural areas, where the number and
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availability of emergency teams with a proper
reaction is sometimes poor and insufficient.

In the last few years, substantial research
efforts have been made in loT-driven healthcare
applications, services, and prototypes. Suntiamorntut
et al. [10] proposed alow-cost elderly assistive living
system for private houses, while Redondi et al.
proposed LAURA [11], an integrated system for
patient monitoring, localization and tracking within
nursing institutes. However, with the advent of the
|oT, the ongoing trend is to shift from old-fashioned
protocols to standardized 1P-based networks. In [12],
an loT-aware smart hospital system (SHS) is
presented and discussed, providing innovative
services for the automatic monitoring and tracking of
patients, personnel, and biomedical devices within
hospitals and nursing institutes. Arboleda et al. [13]
developed an loT system for in-home health care
services of elderly patients with chronic heart and
respiratory diseases. The system consists of a single
wireless sensor node capable of monitoring heart rate,
temperature, oxygen saturation and
electrocardiographic signs. The Care store platform
[14] is an innovative open-source platform for
seamless hedthcare device marketing and
configuration. The Common Recognition and
I dentification Platform (CRIP), a component of the
Care Store project, offers a sensor-based support for
seamless identification of users and health devices.

The Body Guardian Heart [15] is a monitor
responsible for collecting patient mobile cardiac
telemetry (MCT) and cardiac event monitoring
(CEM). The patient’s data is automatically detected
and wirelessly delivered to a monitoring center,
through a smart-phone. Wellness [16] is system that
combines sensors, mobile notifications and home
automation to provide a secure and cost effective
option for independent living.
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Figure 1. We-Care system architecture

Using real-time information from in-home sensors,
the solution notifies family members or designated
caregivers of unexpected changes in routines that

may indicate an emergency.

Aiming to contribute for a better elderly
living assisting, we developed We-care, a wireless
loT-ready solution for elderly people that is able to
monitor and collect patients important vital data,
making it available to medical staff and/or the
designed caretaker. The data is collected by the
patient’s wristband and is sent to the caretaker
monitor system, triggering aerts in the case of
emergency situations such as fals, and the absence of
important vital signs. The proposed system was
developed by taking into consideration, the low-
power and low-cost requirements, turning the
solution suitable to be used by everyone at the
comfort of their homes.

[1. SYSTEM ARCHITECTURE

Figure 1 illustrates the general architecture
of the We-Care system. It is composed by three main
components: the (1)We-Watch wristband, the (2) We-
Care services board and the (3) cloud services. The
We-Watch consists of a discrete small sized
wristband that is used by the elderly person. It is
responsible to monitor and collect data from the
available sensors and send it securely to the We-Care
board which is responsible to run the web services
and interface the cloud when an Internet gateway is
available. The We-Care board is responsible to
receive all the collected data from the We-Watch
wristbands and to run all the system services. In a
case of an emergency it triggers an aarm to the
caretaker, enabling a fast response to any possible
problem. In the absence of Internet connectivity or
the caretaker sharing the same local network, all the
available services till run on this board, turning the
We-Care system a standalone platform, independent
from the Internet to work. When connected to the
Internet through an available gateway, this board
turns the system widely available, where all services
and features are accessed also online, from anywhere
and at anytime, through the devel oped applications.
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I1l. HARDWARE DEVICES
The first We-Care prototype, composed by
the We-Watch wristband, the We-Care board along
with the We-Watch gateway is depicted in Figure 2.
The Internet gateway and the web applications are not
illustrated.

A. We-Watch wristband

The We-Watch wristband was firstly implemented
using a Sensor Tag [18] from Texas Instruments (T1).
It consists of a low-power development platform
composed by the CC2650 MCU aong with severa
on-board MEMS sensors. This multi-standard MCU
supports Bluetooth LE 4.0 and 6LoWPAN over the
|EEE 802.15.4 standard (2.4GHz), and it is supported
by Contiki-OS [19], an operating system (OS) for
loT. Its small size and low-power features makes the
Sensor Tag a great choice for deploying and testing
the We-Care wristband. The Contiki-OS was used to
provide the full loT stack support over the
6LoWPAN protocol.

Figure 2. We-Care prototype

Each We-Watch wristband can collect data
from the available sensors, such as environmental and
body temperatures, pressure, humidity, light,
Received Signal Strength Indicator(RSSI) values,
accelerometer and push buttons. However, only data
from the environmental and wrist temperatures, RSSI,
accelerometer and push buttons are used. Connecting
to an UDP socket with an UDP Server running on the
We-Watch gateway, all the collected samples are
periodically sent to the monitoring services running
on the We-Care board.

Each sensor can be used to implement a set
of functionalities and services. The push button is
used as a Panic Button, which can be pressed to
immediately send distress messages to the caretaker.
The RSSl value is used to help in tracking the
wristband and, along with an audio signal performed
by the on-board buzzer. The Fall Detection system is
implemented by reading the accel erometer data which
is used to detect sudden movements, like fals, and
also to track any movement activity performed by the
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elderly person. The temperature sensors, used to
continuously measure the ambient and body
temperatures, are also used by the Body Presence
Detector module, which is able to detect the presence
of the body. If the wristband is disconnected, the
system triggers an alarm to the caretaker system,
alerting the situation.

B. We-Care board

The We-Care software services and cloud
interface were developed using the Tl SimpleLink
CC3200 Launchpad [21] kit. The CC3200 System-
on-Chip (SoC) consists of a powerful ARM Cortex-
M4 CPU Core along with built-in Wi-Fi connectivity.
For the software stack we used the TI-RTOS, a real-
time operating system for Tl microcontrollers. TI-
RTOS enables faster development by eliminating the
need for developers to write and maintain system
software. The We-Care board can act either as an Wi-
Fi Access Point (AP) which enables any Station
device on the same network to connect and access the
available services, or as a Station, which connects the
We-Care system to the Internet and the cloud
services. Using the Station profile on the We-Care
board, any caretaker application can access and
remotely monitor all the wristbands registered on the
system. The We- Care board runs the web-server,
listening on Port 80, for remote client connections.
The web application and datafiles are stored in an SD
Card connected to the board.

It is possible to connect each We-Watch
device from the outside network for security
purposes, the We-Care board acts as a firewall, as it
does not run or support routing services, i.e., services
that allow the devices to be reachable from any
device rather than the We-Care board.

C. We-Watch gateway

Since the CC3200 only supports the IEEE
802.11 wireless protocol, the We-Care board needs to
interface the 6LoWPAN network through an IEEE
802.15.4 compliant transceiver such as the
CC2538/CC2650. This 6LOWPAN gateway runs a
Contiki-OS UDP application which creates a socket
with any wristband in the network, forwarding all the
received IPv6 packets to the We-Care board. The
UDP Server listens on the UDP Port 3000, accepting
connections from remote clients on Port 3001.
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Figure 3. We-Care system software stack

D. Wireless charging dock station

A wireless charging system was developed
to integrate the We-Care system. Based on the TIDA-
00881 [22] reference design, this technology makes
charging easy of the We-Watch battery since it only
needs a base station to wirelessly charge it when
placed over the base platform. This ssmple charging
system helps the elderly person to charge the We
Watch without the need of cables or complex
connecting systems.

IV. SOFTWARE MODULES

Figure 3 illustrates the We-Care software
stack. It can be represented by four ssimple layers:
hardware, software, web-services and applications.
The hardware layer represents the Board Support
Packages responsible to interface the hardware. The
software layer is composed by the TI-RTOS and
Contiki-OS protocol stacks and OS components.
They provide full IEEE 802.11 and IEEE 802.15.4
compliant software and I1P-enabled stack to interface
the available communication interfaces. For the
services layer, on the Contiki-OS side, we simply run
an UDP Client/Server application to enable the
message exchange between the We-Watch and the
We-Watch gateway. On the TI-RTOS side, this layer
implements all the web services, protocols, databases
and the IOT C API which interacts with the 10T JS
APl implemented on the Application Layer. The
Application Layer generates the Graphical User
Interface to create the local web-server, whichis able
to display system status and data, and also sets all the
application protocol messages to communicate with
the cloud services and remote applications.
A. We-Care web-server

The We-Care web-server was specialy
designed for running on the low-power CC3200
MCU, configured to handle four (up to eight) clients
at a time. Its lightweight implementation provides
two main APIs: theloT.C and |0T.JS, writtenin C
Language and JavaScript language, respectively.
These APIs communicate with each other for dealing
with the Machine-to-Machine (M2M) communication
requirements.
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gure 4. WCar web application: caretaker
interface

B. We-Care web application

The We-Care web application was also
designed to achieve the low-power requirements of
the system. It only loads the required data and
supports sleep modes which are activated when the
application is not in use. This way energy efficiency
is increased, thus, resulting in an increased battery
lifetime. This application also implements the GUI
for supporting the caretaker interaction with the We-
Care system. The application files are directly
accessed from the SD Card through the File System
API. Figure 4 illustrates an example of the simple
interface available to the caretaker, displaying the
information collected from the We-Watch wristbands.

The colored lines next to the wristband
identifier can tell if the device is online (green) or
offline (red). The wristband |Pv6 address is the name
by default but it can be changed to any desired alias
to ease of the wristband identification.

For the distress messages, when the Push
Button is pressed the application displays (Figure 5) a
warning message followed by a sound alert in order
to immediately notify the caretaker. Other aerts and
messages can be configured to be sent to other
designed destinations such as responsible person
(rather than the caretaker) and medica emergency
teamsiif the elder requires urgent medical attention.
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Figure 5. We-Care application: warning message -

C. Securing the wireless communications

Protecting data from unauthorized viewers -
which may intercept the |EEE 802.15.4 frames and/or
inject fake data on the network, compromising the
overall systems behavior, security of wireless
communications is essentid in the We-Care
application. The 802.15.4 standard defines optional
cryptographic security suites for providing either
confidentiality, integrity, or both, achieved by strong
cryptographic agorithms, such as the Advanced
Encryption Algorithm (AES). For securing the
wireless communications between the We-Watch
wristband and the We-Watch gateway, we used the
link-layer encryption library for IEEE 802.15.4
compliant radios (LLSEC) provided by Contiki-OS.

V. EVALUATION
A. We-Watch battery lifetime
Experimental evaluation was performed in
order to measure the energy consumption of the We-
Watch wristband for different operation modes. From
the obtained results the battery lifetime can be
predicted. The measured values, along with their
maximum duration, are presented in Table I. Four
operation modes were characterized:
* (1) Idle: This mode corresponds to the lowest
current consumption mode and it is active for the
most of the working time, helps to save energy. On
the Idle mode the communications are OFF, but ready
to be turned ON if the WeWatch needs to
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communicate with the gateway for messages
exchange or network maintenance. However, in the
case of sudden movements detected by the
accelerometer, the CPU is interrupted and the We-
Watch immediately initiates the communications and
reports to the We-Care board.

* (2) Sensors ON: This mode represents the sensors
periodic sampling. It takes 100ms for reading al the
sensors, with an average current consumption of
6.47mA.

* (3) TX Mode: After collecting the sensors data, the
We-Watch sends it to the We-Watch gateway. This
operation takes, on average, 25.77mA and lasts, at
most, Sms.

* (4 RX Mode After sending the data to the
gateway, the We-Watch stays in this mode for 0.3ms
waiting for a data acknowledgment message before
going to the Idle Mode again. The current
consumption measured was, on average, 33.12mA.
This messages is needed for detecting loss of
communication with the We-Care board and trigger
the out-of-range situation.

Setting a communication and sampling-rate
of 30 seconds, the active mode draws, on average,
7.463mA during 0.105s and the Idle mode draws
0.760mA during 29.895s. This leads to an average
current consumption of 0.784mA. With a standard
rechargeable coin cell battery of 240mAh, the
estimated battery lifetimeis calculated as follows:

The expected battery lifetime is about 306.12h, that
is, around 12 days without being replaced or
recharged. This gives enough time to the caretaker for
replacement of the battery or the We-Watch
wristband, while keeping the system services and
features. If the elderly person is able to perform the
replacement and recharge the We-Watch itself, it can
simply do it by using the wireless charger provided
with the system.
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Figure 6. Range estimation test

B. Performance Checks

1) System availability: In order to test the system
availability to operate and its ability to adapt to
conditions changing on the application scenario, we
conducted some tests with the presence and absence
of the Internet gateway. In the first case the We-Care
board started the Station profile and the caretaker

can always connect directly, or if in the same
network, to the system.

2) Out of Range: This functionality guarantees that
the system is always connected and the elderly is in
the range of the desired area. If the We-Watch
wristband loses connection with the We-Care board,
after a 60 seconds period of tries, both devices will
trigger a sound alarm until the wristband returns to its
range and is able to communicate again with the We-
Care board.

VI. CONCLUSIONS AND FUTURE WORK

The world is adopting the new
technological trend for connecting billions of devices.
The Internet of Things is a new paradigm that is
enriching our everyday life, and promises to drive
significant changes and cause a huge impact in
modern healthcare, by enabling a more personalized,
preventive and collaborative form of care. In this
paper we presented We-Care, an 10T-based health
care system designed to monitor and collect vital data
of elderly people. The system is able to detect fals, as
well as the absence of vital signs, triggering alertsin
case of emergency situations. The developed web
application collects all the data retrieved and sent by
the wristband to the server, and is aso able to
remotely alert the caretaker or medical staffs in the
case of emergency events. The stored data can later
be used for analysis, which may help medical staff to
trace the evolution of their patients.

Work in the near future will focus on the
addition of new sensors to the wristband in order to
collect data from other vital parameters such as the
blood pressure and the heart rate. The results will
helps in evaluating the scalability of the solution in
terms of the supported number of We-Watch network
nodes, as well as the capacity of the We-Care web-
server application to handle such number of nodes.
From a different perspective, we will after look at the
privacy and security issues relating to medical data,
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and as it flows from the connected ’things’ to the
cloud.
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Abstract - The purpose of this paper is to make use of
automated feeders to maintain a particular amount of food
for pets which suits their requirements and giving them
access to all the necessary proteins and fibers for ther
healthy growth thus preventing obesity and various other
diseases related to it. It offers new and developed way of
feeding pets without the need of human intervention with
low food alert and feeding alert.

Keywords —pets, smart system, dispenser, feeder

I. INTRODUCTION

The idea of automatic food dispenser has developed
from the thought of feeding pets when the owners are not
in proximity or are busy with work thus loosing track of
time which causes irregularities in the feeding patterns.
The purpose of this paper is to make use of automated
feeders to maintain a particular amount of food for pets
which suits their requirements and giving them access to
all the necessary proteins and fibers for their healthy
growth thus preventing obesity and various other diseases
related to it. This project offers a new and developed way
of feeding pets without the need of human intervention
with low food alert and feeding alert.

Il. IMPORTANCE AND REQUIREMENT

The paper is concentrated on the health and weight
management of domestic pets thus causing less problems
to the owners. Automatic pet feeders allow to feed a pet
without the owner being present and this is one of the best
features that allows the owners to get over their lack of
sleep in case they suffer any, due to their pets. About 56%
of pets are overweight, which can cause serious health
risks including heart and respiratory disease, kidney
disease, and diabetes. Automatic feeders help provide
proper weight management by giving the pet the portioned
feedings they need. This intellisense food dispenser is
designed to store food for a number of servings. This
automatic feeder will serve the pet meals for 24 hours
exactly when you want it to. This is how you can be sure
that the pet has the food for the entire day portioned as the
owner wants it to be.

1. PROPOSED ARCHITECTURE

Considering the various scenarios and hurdles related
to hospitality of pets, it it very much necessary to address
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this issue. The Project is focused on management of
domestic pets. Given the big demand there is a huge scope
of innovation both in terms of improving the hardware and
software aspects, we have implemented the same using the
latest FRDM KL 257 board, ESP8266 module and a cloud
based system that is a software as a service (SaaS) which
is free to use to design, debug and compile. The wifi
module being implemented here is the ESP8266 which is
used by the FRDM KL25Z board to communicate to
theuser via a secure wireless connection via standard |IEEE
networking protocols. The old models still require remote
control but can be easily automated thus completely
removing human intervention.

IV. BLOCK DIAGRAM

Fig 1. Block Diagram

V. IMPLEMENTATION & OPERATION

The food dispenser is controlled using an android app
which gives the control to the device through a wi-fi
module (ESP8266) for dispensing the food. The
microcontroller FRDM KL25Z is programmed in such a
way that it sets the motor working. There are two basic
functional parts for dispensing of the food. The storage
box used for storing the food will have an opening with
hole on the storage. The storage box will have a lid
beneath it. This lid will be attached to a DC motor which
will be interfaced with the FRDM board. The amount of
time the openings of both lid and storage box coincide will
decide the amount of food dispensed. After the food is
dispensed, the motor will be programmed to rotate
anticlockwise, closing the lid. The android application
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proves helpful in this case. It can control the time for how
long the motor stays in the opening position.

Following is the implementation of the android app:

Fig 2. App Homescreen Fig 4. Time Sdlection

Fig 3. Second Screen Fig 5. Information Screen
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Intellisense Food Dispenser (IFD)

VIl. FLow DIAGRAM

Fig 6. Flow Diagram

Step 1: System will be powered up by the user.

Step 2: Desired delay time will be entered by the user,
after which dispensing will take place.

Step 3: Now the delay time will start decrementing and
will finally reach termination.

Step 4: When the delay timer reaches 0, food will be
dispensed into the container.

Step 5: Pet gets access to the food

Step 6: User is notified and thus is satisfied that the pet
has been fed.

VIII. RESULT & FUTURE SCOPE

Given the big demand there is a huge scope of
innovation both in terms of improving the hardware and
software aspects. Further innovations would comprise of a
product in which all the features are included in a
modernized machine with low maintenance. Water also
being a requirement, future developments can be done.
The water bowl often stays on the floor filled with
stagnant water and thus collects dirt and grime that the
pets may drink. Automated pet fountains can be installed
thus not allowing the water to be stagnant and preventing
contamination. The old models still require remote control
but can be easily automated thus completely removing
human intervention. More upgrades can be made to the
model by improving sanity levels due to constant food
storage, the food may get spoiled, so sensors can be added
to alert the owner about change of food also the material of
the dispenser can be chosen accordingly.

IX. APPLICATIONS

Food intake Monitoring: The main intent of the project
is to dispense food and take care of the daily intake of the
food of the pets. So, it can monitor the amount of the food
the pet takes in a day and helps you decide the amount so
that the obesity is kept in check.

Medicine Dispensing: The food dispenser can also be
used as a means to dispense medicine to the bedridden
patient who need to consume medicine from time to time.
The timer can be adjusted according to the medicine
schedule of the patient.
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Pet Care: When the owners of the pets are away, the
intellisenseFood Dispenser can be set by a timer and
amount can be decided so that it gives the food to pets
timely.

Pet Medications: The pets that are on medications can
be easily given the medicine by dispensing it with the
food.

X. CONCLUSION

This paper primarily intends to provide a solution to
pet care. It has demonstrated a cost-efficient method that
makes use of a popular development board, the ‘ARM
FRDM KL25Z’, an android application and some other
standard peripheral devices. The usage of the device has
been simplified due to its modular design & providing an
app interface. Thus, it can be concluded that when this
system is developed further ahead at a later stage, it can be
easily enhanced by incorporating GSM module, RF id tags
and many more.
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Abstract—The word ‘robot’ was first used by Czech
playwright Karel Capek in theyear 1921. Thefirst industrial
robot was made in 1961, which was a welding robot hamed
‘Unimate’. Commands were given to Unimate by means of
magnetic drums and it moved automatically. These
commands are given to a microcontroller in today’s world
which has brought an ease in robotic motion so that they can
be used for a number of applications. By using a
microcontroller we can efficiently control the motor
characteristics which will controls the robotic motion. For
this paper we have considered three microcontrollers
namely: M SP430, Raspberry Pi and Intel Galileo Gen 2. All
these microcontrollers came out in different time periods
and they have their own pros and cons. So the basis of this
paper is the comparative study of the mentioned
microcontrollers to find out how these microcontrollers
affect robotic parameters.

Keywords Robot, Microcontroller, Industrial robots.

I. INTRODUCTION

At first robots were restricted to fixed automation and fully
structured assembly lines but due to advancement in
technology robots are being used in unstructured and
unpredictable environments like underwater, on ground, in
air and even in space. In the world today there is a need of
robots having autonomy an excellent instance of an
autonomous robot would be Mars Rover which is helping
us to learn about our red neighbor. We have used servo
motors in our robot and hence it is important to study the
control of these motors which is the purpose of
microcontrollers. There a number of applications where
control of motor is required like cranes, elevators, rolling
mills, machine tools, etc.

Il. HISTORICAL BACKGROUND

The first industrial robot arm was based on George
Devol’s patent which was later sublicensed around the
world. The Japanese Robot Association (JRA, later
JARA) was the first robot association. The first robot
which was fully electric and controlled by microcontroller
was IRB 6 from ASAE, Sweden. It mimicked human arm
movement with 6kg payload and 5 axes. The SCARA
(Selective Compliance Assembly Robot Arm) Robot was
developed by Hiroshi Makino, University of Yamanashi,
Japan in 1981. After that Germany introduced first
lightweight robot named KUKA which was made of
aluminium and achieved total flexibility with three
trandational and three rotational movements. Fanuc,
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Japan, launched the first “Learning Control Robot “in
2010. Due to Learning Vibration Control (LVC)
FANUC could learn its vibration characteristics for
higher accelerations and speeds.

MeChaniam

Fig. 1 Intelligent Robot

I11. ROBOTIC PARAMETERS
A. Axis

Axis plays a mgjor role in movement indication, one
axis is used for aline, two axes are used for a plane
and three axes are used for a point anywhere in space.
Till 1987 robots were working in 2-axis and 3- axis
only but now 4-axis, 5-axis, 6-axis and in multi-axis
robots are present. A higher number of axis means
that the robot can move in three dimensional spaces
more freely as compared to a robot having lower
number of axis.

Fig. 2.Robot with 5 axis
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B. Degrees of Freedom

A robot controls all points directionally by using its
degrees of freedom. A human arm has seven degrees of
freedom while a robotic arm can have up to six degrees of
freedom. A robot is made of different mechanical parts
joined together by n number of joints, each joint having
one degree of freedom which means that the number of
jointsis equal to degrees of freedom.

Fig. 3.AKUKA armwith 7 degrees of freedom

C. Working Envelope and Working Space

The area which the robot can reach is called the working
envelope of that robot. Envelope, here, means the range
the robot can cover or the range of its movement. A robot
can move in any direction (forward, backward, up and
down) depending on its application and the number of
axis. Meaning each three dimensional shape becomes an
envelope for the robot in that space. A robot can work in
its working envelope only but it is possible to design a
more flexible robot to increase its working envelope. The
region in which the robot can fully operate without any
obstacle becomes its working space. For example a
robotic arm mounted on a table has a working envelope
on half sphere with its radius equa to the length of the
arm.

Fig. 4.working envelope of a robotic arm
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D. Payload

The payload of arobot is defined as the weight it can
operate with without any setbacks. It also includes the
weight of the robot itself because the motors in the
robot have to carry the physical weight of the robot as
well. The payload is one of the most important
parameter we consider when we make the robot as it
directly affects its application. In industries the robot
has to do a number of heavy tasks so the payload
must be high for such robots. For norma use the
payload of arobot ranges from 1 kg to 10 kg.

E. Accuracy and Repeatability

Accuracy and repeatability are the most important
factors for a robot as the performance of the robot
depend on them. Accuracy is required to perform the
given task in the intent time and in a single attempt
and repeatability is the measure of getting the same
result if the robot performs the same task a number of
time. Figure 5 shows accuracy and repeatability in
terms of error. In order to achieve high accuracy and
repeatability in a robot a large number of sensors for
measuring different parameters like distance, shape,
etc.

Return

Target point
-

T One axis

| Repeatability

|
|
= 1 Accaracy error
|
| error |

Repeatability = + r

Fig. 5. Accuracy and Repeatability graph

IV. MODELING ASPECT

Robot kinematics studies the relationship between the
dimensions and connectivity of kinematic chains and
the position, velocity and acceleration of each of the
links in the robotic system, in order to plan and
control movement and to compute actuator forces and
torques.

A. Direct Kinematics

Direct Kinematics, also known as Forward
kinematics is the use of the kinematic equations
of a robot to compute the position of the end-
effector from specified values for the joint
parameters. The positions of particular parts of
the model at a specified time are calculated from
the position and orientation of the object,
together with any information on the joints of an
articulated model. For example, in this project,
the object to be animated is the robot body. The
location of the tip of the arm is calculated from
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the angles of the shoulder, elbow, wrist, thumb and
knuckle joints.

B. In-direct Kinematics

Indirect Kinematics, aso known as Inverse
Kinematicsis the mathematical process of recovering
the movements of an object in the world from some
other data. It computes the joint parameters that
achieve a specified position of the end-effector. The
orientation of the robot parts is calculated from the
desired position of certain points on the model.

V. SIMULATION SOFTWARE

e V-Rep
e Proteus Simulator

V1. RESULTS

Intel Galileo proved to be better than its counter partsin
the fields of Repeatability, Accuracy and IP rating and is
used in our project.

VII. APPLICATION

Military robots.

Industrial purposes.

Construction robots.

Agricultural robots

Medical raobots

Automation

Cleanup of contaminated areas, e.g.: toxic waste
of nuclear facilities.

Nanorobots.

e  Automotive Industry

VI1Il. CO-RELATIONAL ANALYSIS

Correlation analysis is a method of statistical evaluation
used to study the strength of a relationship between two
variables (micro-controller and robot parameters). It helps
to establish if there are possible connections between
variables. If correlation is found between two variables it
means that when there is a systematic change in one
variable, there is also a systematic change in the other.
The co-relation can be either positive (increase in one
variable increases the other) or negative (increase in one
variable reduces other).

The co-relational analysis in our project is between the
two variables, micro-controller and the robot parameters.
We studied the change in the different parameters with
respect to a micro-controller, and change in a particular
parameter with change in different micro-controllers to
find the best controller for our project.

IX. COMPONENTS USED
A. Servo Motor

The servo motor we used is MG995 servo motor because
it was economical, easily controllable and has good
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torque. For a servo motor which would prove to be
useful in our study we had to consider certain
specifications which are given in the table below

L MG9O95
SERVOSPECIFICATIONS:

Modulation Digital
Torque 4.8V: 130.54 (9.40 kg-cm).
6.0V: 152.76 (11.00 kg-cm).
Speed At 4.8V: 0.19 sec/60°
at 6.0v: 0.15 sec/60°
Weight 1.94 (55.09).
Dimensions Length:1.60 in (40.7 mm).
Width:0.78 in (19.7 mm).
Height:1.69 in (42.9 mm).
Gear Type Metal
Rotation/Suppo Dual Bearings
rt
Pulse Cycle 1ms
B. Intel Galileo

Fig. 7. Intd Galileo

The Galileo boards have areal time clock, reguiring
only a3V coin cell battery. The boards can therefore
keep accurate time without being connected to either
apower source or internet. Intel Galileo Gen 2 has
the following features due to which it proved to be
the best microcontroller for our project needs.

e 1x6-pin 3.3V USB TTL UART header
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e 12-hit pulse-width modulation (PWM)

e Console UART1 redirection to Arduino headers

e Power over Ethernet (PoE) capability

e A power regulation system that accepts power
supplies from 7V to 15V.

e Improved PWM control line means finer resolution
for movement control.

The MSP430 is a mixed-signal microcontroller family
from Texas Instruments. The following are the features of

Fig. 8. MSP430

M SP430:

It is equipped with 16-bit CPU which is designed
low power

for low cost and, specificaly,
consumption embedded applications.

The current drawn in idle mode can be less than
1 pA. The top CPU speed is 25 MHz. It can be

throttled back for lower power consumption.

It has six different low-power modes for power
saving, which can disable unneeded clocks and

CPU.

An internal oscillator

Timer including PWM, watchdog, USART
SPI,12C

10/12/14/16/24-bit ADCs

Brownout reset circuitry.

RASPBERRY PI

The Raspberry Pi is a series of small single-
in the United

board computers developed
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Kingdom by the Raspberry Pi Foundation to
promote teaching of basic computer science
in schools and in developing countries. It has
the following features

Fig. 9. Raspberry Pi

Processor speed is 1.2GHz for the Pi 3

It has a 64bit quad core processor

On-board memory ranges from 256 MB to
1 GB RAM.

SD cards are used to store the operating
system and program memory.

It has one to four USB ports.

For video output, HDMI and composite
video are supported, with a standard 3.5 mm
tip-ring-sleeve jack for audio output.
Lower-level output is provided by a number
of GPIO pins, which support common
protocols like 12C.

It also has an 8P8C Ethernet port and on-
board Wi-Fi 802.11n and Bluetooth.

The Raspberry Pi 3, with a quad-core ARM Cortex-
A53 processor, has ten times the performance of a
Raspberry Pi 1.

X. METHODOLOGY

Fig. 10 .Lower body of our robot

We started our project by first making the body of the
robot which was made of wooden ply as base, metal
rods to connect the joints and servo motors to bring
movement in the body. The motors, joints and
microcontrollers are connected to each other by
means of jumper cables and wires as shown in figure

10.
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After that we used Raspberry Pi as our first controller, we
conducted a series of tests which include the motion of the
joints, delay in command execution and effects of power
requirements of the motors. All these tests gave us an idea
about how Raspberry Pi affected degree of freedom,
repeatability, accuracy and IP rating of the robot

Fig. 11. Block Diagram of our Robot

Then we conducted the same tests by using Intel Galileo
and MSP430 to find out how they affected the selected
parameters of the robot. When we understood how
different microcontrollers affected the selected parameters
we concluded our study.

Fig. 12.simulation

We also ran simulation of our robot to get an idea about
how our selected microcontrollers will affect our selected
robotic parameters and compared with our obtained
results to check the viability of our study.

Fig. 13. Our Smulated Robot
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Fig. 14. Raspberry Pi Circuit Smulation
Raspberry Pi GPIO Code:
# set GPIO pin numbering method to BCM
import RPi.GPIO as GPIO
GPIO.setmode(GPIO.BCM)
# define pins
SERVOMD_1_PIN_SIG=4
SERVOMD_2 PIN_SIG =17
SERVOMD_3 PIN_SIG=18
SERVOMD_4 PIN_SIG =27
SERVOMD_5 PIN_SIG =22

In the simulation, shown in figure 13, we have
connected Servo motors in series with Raspberry Pi
to test the performance of Raspberry Pi with motors.
We have done the same simulation with MSP430 and
Intel Gdileo to better understand these
microcontrollers so we can put them to optimum use
in our robot.

X1. RESULTS AND DISCUSSION

In order to design a rabot that will perform a certain
task we had to calculate the torque at each joint. As
torque is one of the most important properties of a
motor we had to be sure that the motor will be able to
handle the payload with a certain microcontroller.
The formula we used for torque calculation is

JL = DU2* M1+ D1* M4 + (D1 + D2/2) * M2 +
(D1 +D3) * M3

J2=D2/2* M2+ D3* M3

The above equations are for two joints J1 and J2 with
M being the respective weights of joints and D being
the distance between the joints.
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XI1I. CONCLUSION

The results of our study, can be seen in the table above.
Raspberry Pi performed well in providing high degrees of
freedom but did not perform well in rest of the
parameters. MSP430 gave high IP rating, it was lagging in
other areas. On the other hand, Intel Galileo gave
exceptional performance in accuracy, repeatability and 1P
rating and moderately well performance in Degree of
freedom. Based on these observations we can conclude
that Intel Galileo microcontroller gave the most optimum
performance in our robot.
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Abstract- A pick-n-place Raobotic Vehicle using
Microcontroller AT89S52, Motors, Wired Remote
which will be used to pick an object and place it at the
desired location. A voice controlled robot takes
specified command in the form of voice. Whatever the
command is given through voice module or Bluetooth
module, it is decoded by the existing controller and
hence the given command is executed. Here in this
project, we have used Bluetooth module and Android
application to give voice command in the form of hex
code. There are certain digits which can be sent
directly to the Bluetooth module and automatically the
digit is converted into its hex code. In this project we
can use these digits as a voice command for the
specified  operation  pre-programmed in  the
microcontroller. Using digits as a voice command is
easier than using alphabetical commands. In the
earlier project based on this note the method which
was used were wired which requires a lot of
interfacing and programming and this makes the
complicating. So in order to overcome this we are
designed a Pick-n-Place Robot with the interface of
microcontroller AT89S51, A robotic vehicle will be
capable of taking an object from one location and
placing it to the other desired location.

Keyword: voice module, android application, hex code,
microcontroller, digit converter,

l. INTRODUCTION

Since Robot has played a very vita role in the Human
life which includes both personal as well as industria
applications such as Human Robots are developed in
order to perform the human task more efficiently and in a
uniform and precise manner. There are several Robots
developed for industrial use in order to perform Heavy
task and to minimize the load on the mankind. Several
Raobots are developed for border security so as to diffuse
bombs and detect suspicious objects in the civilian area.
In this project we will be designing a robot that can
efficiently pick the object and place it to the desired
location. Later this robot can be molded into any form
depending upon the choice. Industries have also been
benefited from the drastic expansion in the fields of
Robotics.
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Automated machines have been doing the
extensive dangerous duties and mundane jobs of
Humans providing great productivity and efficient
working. Since Robot are never tiered extra shifts are
indulged in the factories. Farmers are also benefited
with this expansive development in the field of
robotics and thus make use of Automated Harvesters
which are just another part of Robotics, not only this
but there are several other applications such as
Robots are used in more dirtier places in Waste
Disposal Sites and also Assisted Surgical Robots are
used in the field of Medicines.

The idea of non- human employment has also
become realistic. IBM runs a “LIGHT OFF* factory
in Texas completely staffed by fully automated robots
making keyboards. Unlike Texas Military has also
initiated various robotic programs such as Predators
and Reaper unmanned aerial reconnaissance vehicle
which alows the pilot to control the vehicle even
from a larger distance. This vehicle can also be sent
to high altitude for an enough longer period of time
and can launch a mini shaft on the target without any
pilot intervention.

This project when expanded on higher level such
as, if this project is designed using VOICE
COMMAND then the robot which is designed is fully
controlled by the speech and will thus not require any
kind of Human Intervention making it fully
automated and self-depended

This Pick-n-place Robotic vehicle is designed in
order to provide an ease in sorting the Heavy
elements. Usually the transfer process is carried out
by Human intervention in many places but if this
process is carried out for a longer duration of time
then it becomes highly injurious to the operator. By
designing such a system, the operator will no longer
be involved in caring the task on its own and thus this
system will provide an ease in the work culture and
aso be an efficient one. Sometimes in Human
involvement it is possible that the operator many tend
to do some mistakes, such mistakes on alarge scaleis
un-bearable either with respect to cost, or money, or
time.
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In order to over-come this above-mentioned issue, we
come up with a proposal of designing a ,,Pick-n-place
Robotic Vehicle which will be capable of segregating the
material it has to lift and type of grip which is needed to
hold on to the object, it will also we capable of placing the
object from one location to the other desired one.

Il. LITERATURE SURVEY

During the Literature survey we came across many
contributions made in the field of Robotic Vehicle which
is implemented to perform various pick and place
functions depending upon the need later this can molded
into any particular form depending on the requirement and
need. One of the developments uses a 6V and a 12V
motors so to move the arm [1]. These Motors ratings can
be changed depending upon the application of the rabot.
The wired control robotic arm is controlled by wires and
the battery. Today the use of Robot has become
imminence and is highly expanded. The Following chart
shows the use of Robot in Professional and Personal
FieldHumanoid can provide the suitable assistance to the
robot by giving timely instructions to it and the
appropriate commands. There are three basic steps in the
design of the robot panel such as forward and reverse,
upward and downward direction and picking up and
placing down [1]

The function of moving and rotating the object picked
up can be continuous or at fixed interval of time, thiscan
be decided based on the robot planned.From the above
project made on Wire Controlled Robotic Arm we come
to a conclusion that our robot is designed in such a way
that it is perfect in al the aspects, it can able to move, pick
and place objects up to 1 kg, in other categoriesit can able
to hold heavy weighted objects[2].

In a better aspect we conclude that this robot can be
used at riskier places in order to diffuse the bombs thus
this could prevent the risk of Human Life and aso avoid
the nuclear wastage as well, while the other makes use of
At-megal6, wherein the essential motion subsystem of
Robot manipulator for positioning, orientating object so
that robot can perform useful task. The main aim of this
project is to design and implement a 4-DOF pick and
place robotic arm [3]. This project can be self-operational
in controlling, stating with simple tasks such as gripping,
lifting, placing and releasing. In this project, the focus is
on 4-DOF articulated arm. Articulated arm consists of
revolute joints that allowed angular movement between
adjacent joint [3]. Four servo motors were used in this
project to perform four degree of freedom (4-DOF). There
are numerous dimensions over which robotic arms can be
evaluated, such as torque, payload, speed, range,
repeatability and cost, to name a few. Robot manipulators
are designed to execute required movements. Their
controller design is equally important.

The robot arm is controlled by a seria servo controller
circuit board. The controller used for servo motor
actuation is AT mega 16 Development board where [4] as
the other paper deals with the system which is designed to
removes the human error and human interference to get
more precise work. There are many fields in which human
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interference is difficult but the process under
deliberation has to be operated and controlled this
leads to the area in which robots find their claims.
Prose suggests that the pick and place robots are
designed, applied in various fields such as; in bottle
filling industry, packing industry, used in surveillance
to detect and destroy the bombs etc [4]. The scheme
deals with implementing a pick and place robot using
Robo- Arduino for any pick and place function. The
pick and place robot is controlled using RF signal [1].
The framework is supported for the displacement of
robotic arm by four Omni wheels. The robotic arm
implemented has two degrees of liberty. Many other
features such as line follower, wall hugger, hindrance
avoider, metal detector etc can be added to this robot
for adaptability of practice.

. SYSTEM MODEL

. S

Fig 1: Operation Flow

In this project we are developing a Robotic Vehicle
which will be operated on several voice commands,
initidlly the input command is given through voice
which will be transmitted to the Bluetooth module
and then to the Micro-controller that is interfaced
with the device, the character that is received will
decide the motion of the Robotic vehicle, there are 5
different characters that are defined and that performs
a specific task such as if the received character is ,,f*
then both the motor rotates in the forward direction
and the status of the robot is that the vehicle movesin
the forward direction, else if the character received is
b then both the motors rotate in the backward
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direction and the status of the robot is such that it moves
in the backward direction.

Else if the received character is neither f nor b and is ,,R*
then motor 1 rotates in the forward direction and the
motor 2 rotates in the backward direction that leads to the
status of the vehicle in the Right direction else if the
character received if ,L* the motor 1 rotates in the
backward direction and motor 2 in the forward direction
so that the status of the vehicle is such that the vehicle
moves in the Left direction.

V. BLOCK DIAGRAM

Fig 2: Circuit Operation block diagram

8051-microcontroller is a 8-bit microcontroller which has
128 bytes of on chip RAM, 4K bytes of on chip ROM,
two timers, one serial port and four 8bit ports. The basic
operation block diagram of the pick and place robotic
vehicle circuit is shown in the Fig 2.

DC Geared Motors:

Any device which alters any form of energy to mechanical
energy is caled as motors. While conniving any type of
Robot the motors plays a very vita role in providing the
movement to the body as well as the shaft. Motor shown
in Fig 3 operates with the combined effect of current with
the perpetual magnet.

Fig 3: DC Motor

The conductor in addition with the current will produces
magnetic field which will than react with the magnetic
field to produce by the permanent magnet to make the
motor rotate.
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There are 3 three basic types of motor, DC motor,
servo motor and stepper motor which are commonly
being used in building a robot. The following figure
indicates the basic diagram of Servo motor

Fig 4: DC Motor (ServoMotor)

Power Supply Adapter used for the pick and place
robotic vehicle is shown in fig 5. The robot is
basically operated with two different kind of supply
they are: 5V Power Supply and 6V Power Supply.
The 5V supply is vita for the microcontroller used
and the IR Sensors as well as the Bump Switch.

Fig 5: Power Supply Adapter

The 6V Supply is used for driving the servo motors
since the 5V battery is insufficient to drive the 5
servo motors used for the robot implementation. 5V
supply is necessary in order to drive the micro-
controller and IR Sensors used.

HC-05 is a serial Bluetooth module shown in Fig 6. It
can be configured using AT commands. It can work
in three unlike configurations (Master, Slave, Loop
back). In our venture we will be using it as a slave.
The features of HC-05 module includes,
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Fig 6: HC-05 Bluetooth Module

Typical -80dBm sensitivity.

Default baud rate: 9600bps, 8 data bits, 1 stop
bit, no parity.

Auto-pairing pin code: “1234” default pin code
Vcc and Gnd pins are used for powering the HC-
05.

Tx and Rx pins are used for collaborating with
the microcontroller.

Enable pin for activating the HC-05 module,
whenitislow , the moduleis disabled

State pin acts status indicator. When it is not
paired / associated with any other Bluetooth
device, LED flashes continuously.

When it is connected / paired with any other
Bluetooth device, then the LED flashes with the
regular delay of 2 seconds.

In this Smart Phone controlled Robot, the user of
android app sends the data to 8051
microcontrollers through HC-05 module.

The flowchart shown in Fig 1 of the system model is best
explained by the table shown below (Table 1)

Table 1: Motion Chart

Received Motor 1 Motor 2 Status of

Character Robot

F Forward Forward Moves
forward

B Backward | Backward | Moves
backward

R Forward Backward | Moves
Right

L Backward | Forward Moves
left

S Off Off Stopped

174

Fig 7: Bluetooth Interface

The arriving data is compared in 8051
microcontrollers and the decison is made
accordingly. Table 1 shows the direction of motors
and status of robot for diverse received characters.
Fig 7 indicates the bidirectiona communication
between the microcontroller and Bluetooth module
HC-05.

V. EXPECTED OUTCOMES

A pick-n-place Robotic  Vehicle  using
Microcontroller AT89S52, Motors, Wired Remote
which will be used to pick an object and place it at
the desired location. Try to operate the vehicle on
basically Two Modes:

1. Line Follower and

2. Fully Remote control

Imparting extra features onto it by adding Line
follower concept, a coding using microcontroller will
be used. A robotic vehicle will be capable of taking
an object from one location and placing it to the other
desired location.

Till a point where the line is straight, the robot will
follow the line. As soon as it reaches a turn or the
location of pick / drop, the mode can be changed to
remote controlled mode which can be operated using
voice commands.

VI.  CONCLUSION AND FUTURE SCOPE

This project will open a lot of opportunities and
development in the domain of Embedded Systems
Domain and will aso increase the pace of
technological

In current world a smart approach for real time
inspection and selection of abject in continuous flow.
Voice processing in today™s world grabs massive
attention as it leads to possibilities of broadens in
application in many fields of technology [8].

The real problem in implement this concept is to
improve existing sorting system in the modular
processing system, which have 4 integrated stages of
Identification, Processing, Selection and Sorting with
new Voice Processing feature. Existing sorting
method uses a set of inductive, capacitive and vocal
sensors do differentiate objects. V oice processing
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procedure senses the objects in a voice captured in real-
time by a mic and then identifies commands and
information out of it. This information is processed by
voice processing for pick-and-place mechanism. Thereby
eliminating the monotonous work done by human,
achieving accuracy and speed in the work.

In order to design successful pick-n-place vehicle, Scopes
are required to assist and guide the development of
project.

Fig 8: Pick-N-Place Vehicle base

The scope should be identified and planned to achieve the
objective of the projects.

The scopes of the project are

To design a Voice processing command which
control the movement of the vehicle

To design Mechanical Structure.

To fabricate circuit board for the controller.

Robotic process is basically software which involves a
robot that performs the human activities. The future scope
of Robotic vehicles, arms and other application is very
high. The Fig 8 shows the base of the Pick-N-Place
Vehicle. There are various human jobs which can be
easily performed using various tools and technology. The
various monotonous tasks such as structuring, data
accumulating or anything which requires a series of steps
are easily carried out with the help of robotic processes.
The Robotic applications would be helpful in improving
the data gathering and these data can be analysed in a
better way, if all the tasks which are carried out by
humans today are performed by robots.

During the upcoming year, a tremendous growth is
observed in the field of Robotic applications and therefore
it reduces the common error and incorrectness while
delivering the output thus increasing the efficiency. The
Robotic submission in the market is progressing rapidly
and thus such tremendous growth in the robot application
can benefit the business and the market-place. This is due
to the following advantages of Robotic Applications:
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Efficiency: The Robotic application can
perform with ease and without any human
intervention thus thereby reducing the error
in the task.

Accuracy: In order to carry out high data
entries and data accumulation, this robotic
application can perform the task without any
hinderance and thus provides accurate work
output

Cost Reduction: Since the Robotic
applications are based on software thus their
upgradation does not involve much cost.
Boosted audit and monitoring compliance
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Abstract— It isa simple and accurate pen plotter, capable of
writing and drawing on any given flat surface. It can write
with fountain pens, permanent markers, and a variety of
other writing equipments to handle an endless number of
applications. We can use it for almost any task that might
normally be carried out with a handheld pen. It allows you
to use your computer to produce writing that appears to be
handmade, complete with the unmistakable appearance of
using a real pen (as opposed to an inkjet or laser printer) to
address an envelope or sign your name. And it does so with
precision approaching that of a skilled artist. This can be
used for small scale applications and is application based. It
will be useful for physically challenged people. It is highly
cost effective as it does not require any costly material or
equipments. Here we are using servo motors which is totally
responsible for the motion of the pen.

Keywords—pen-plotter, unmistakable, precision, skilled-
artist.

I. INTRODUCTION

In today’s world the basic requirement of any
industry is to produce large quantity and quality
products with low production and installation cost
having high surface finish and great dimensional
accuracy. So this can be achieved by a machines which
are controlled by Computer i.e. Computerized Operated
Machines [1]. known as CNC machines. By using a
CNC machine the products are produced at a faster rate
with high accuracy and less human interference. The
CNC machines usualy are of various types. The most
common used CNC machines are two-axis CNC
machine and three-axis CNC machine. The CNC
machine is a system. This system consists of three
They are known as CNC machines. It used to create the
drawing on the sheet. Mini CNC Plotter Machine is the
automatic of machines that are operated by accurate.
The main function of CNC Plotter It is used for plotting
various drawings of products. The working principle of
CNC Plotter is very similar to CNC machine. In this
system instead of plotting the drawing of product by
hand, it is plotted by a computer controlled pen. It
produces a high quality work as

B) MOTIVATION

Arduino and microcontrollers like it have invigorated
students, hobby, and makers of al types to add
electronics and computer control to their hand---made
contraptions. The Integration of electronics and
electro--mechanical instruments with computer control
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important parts viz. Mechanical design, Drive modules,
and System any software. The mechanical design
consists the body of the system. The drive modules
consist of the Microprocessor. And finaly the System
Software is used to generate the drawing on the sheet.
Mini CNC Plotter Machine is the automation of
machines that are operated by precisely .

A) IMPORTANCE OF PROJECT

. By using a CNC machine the products are produced at
a faster rate with high accuracy and less human
interference. The CNC machines usually are of various
types. The most common used CNC machines are two-
axis CNC machine and three-axis CNC machine. The
CNC machine is a system. This system consists of three
important parts viz. Mechanical design, Drive modules,
and System software. The mechanical design consists
the body of the system. The drive modules consist of
the Microprocessor. And finally the System Software is
used to generate the drawing on the sheet. Mini CNC
Plotter Machine is the automation of machines that are
operated by precisely programmed commands. The
main function of CNC Plotter is used for plotting
various drawings of products. The working principle of
CNC Plotter is very similar to CNC machine. In this
system instead of plotting the drawing of product by
hand, it is plotted by a computer controlled pen. It
produces a high quality work as compared with the
human work. Automation and precision are the main
advantages of CNC Plotter table. In this project we will
show how to build your own low cost mini CNC Plotter
and to use it for sketching and writing with the help of
software’s like Inkscape and processing.

is known more generally as physical computing concise
definition from Wikipedia is: Physical computing, in
the broadest sense ,means Building interactive physical
systems by the use of software and hardware that can
sense and respond the analogue world. For artists, this
provides tools that enable interaction with people and
the environment. For engineers, this is an exciting and
novel creative context For technology. For educators,
this is a powerful way to introduce programming and
physical computing concepts to students from high
school to undergraduate and to students who might not
normally be intrigued by a computer engineering
course. This Workshop will include a brief introduction
to Drawing Machines, building a creative and artistic
context in which the technical content will be explored
in the workshop. In this Workshop Participants will
build (in teams) a simple drawing machine using foam
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core, nutg/bolts, and masking tape. This Machine will
be controlled using potentiometers and servos
connected to an Arduino microcontroller. Topics which
are covered by this activity include basics of
microcontroller programming and electronic
components, including how to use a breadboard, how to
read a circuit diagram and how to interact with the
physical world using programmatic control of a variety
of input and output components. Once the simple
prototype has been constructed, teams will have the
opportunity to modify, enhance, and explore their
machine’s operation to optimize both the machine’s
appearance, and the drawings that are made by their
machine. This Gallery event on Wednesday Will be a
chance to show off both the machines and the drawings
made by the machines. in our Experience is that the
machines make relatively interesting drawings very
quickly, but they make their most interesting drawings
if they’re left to operate on their own for an extended
period of time. A few lines are interesting. A large
number of lines can be very interesting and new.

C) PROBLEM DEFINITION

All the systems that are existing in the PCB
printing have many of the following demerits:

Lack of accuracy and preciseness.
Requires large time.

Use more manpower.

Production cost islarge.

Faults occurred is more.

The available Arduino controlled CNC machines are
having only 2 axis movement. The structure is weak
and can machine foam only. The main objectives of this
project is to design and implement a plotter machine
(Drawing surface area 20cm x 20cm) which will be able
to draw a PCB layout (or any image) on a solid surface.
To make it cheap, CNC machine which can machine
wood, plastic, foam and soft metals. Reduces cost of
machine and increases the flexibility to work in more
than 2-axis.

D) DESGNAND MANUFACTURING OF MINI CNC
PLOTTERMACHINE

In this paper describes a low cost serid
communication based mini CNC Plotter Machine based
on open source software and hardware. mini CNC
Plotter Machine is an embedded system that works on
the Principle on ‘Computer Numeric Control (CNC)
[2].The system basically works with three stepper
motors (two for X-axis & one for Y-axis) and micro-
servo controller (for Z-axis) wherein Arduino Circuit
plots the input given from the computer through
‘ENSCAPE Software’ on the sheet which is placed on
the drawing board using micro-controller. This plotter
has four axis control (2 X-axisand 1 Y& Z axis resp.)
and a micro-servo controller for movement of pen. [3].
This system reduces human effort and aso reduces the
chances of fault. The efficient and correct mounting of
al the parts and proper use of software and correct
alignment of circuit makes the system more efficient.
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Fig.1: CNC PLOTTER MACHINE [2]

E) Implementation 3-Axis CNC Router for
Small Scale Industry

Fig 2: 3-axis CNC router [4]

This paper discusses the design and realization of
complex 3-axis CNC machines based on
microcontroller which combined with spindle drill [4].
This machine can be used for cutting and engraving.
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Il.SYSTEM MODEL
A) FLOWCHART

Fig.3: Flowchart

B) ALGORITHM
Step a: Start.
Step b : Generate G-code.

Step ¢ : Send this G-code to the controller using G-
code sender. The gcode which is generated is send to
the controller using processing software and inkscape.

Step d.: Controller gives commands to the motors
according to G-code. The controller will give the
commands about moving a pen according to our usei.e
left, right, up, down and can also sketch any picture or
image whose gcode is available to us.

Step e.. According to the commands motors with
mechanical part moves and plot the diagram whose G-
code is provided to controller.

Step f: Stop
C) DATAFLOW

First the design of the text or image is taken and gcode
is generated with the help of inkscape software and is
processed and send to the controller i.e arduino this
arduino is then interfaced with the CNC machine which
isdesigned by us.

And then with the help of processing software the
desired output is generated i.e a written text or any
image which is desired.
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Fig 4 : Dataflow

. TECHNOLOGY AND HARDWARE

A) ARDUINO

The Arduino board is a ssimple designed circuit which is
very easy for beginners to understand . This board
especialy is breadboard friendly and it is very easy to
handle the connections. We should start with powering
with the Board.
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B) POWERING YOU ARDUINO NANO:

There are mainly three ways by which you can
power your Nano.

USB Jack: It drives power required for the board to
function by connecting the mini USB jack yo
phone charger or computer through a cable.

Vin Pin: The Vin pin will be supplied with a
unregulated 6-12V power supply to board. The on-
board voltage regulator regulates it stability voltage
to +5V

+5V Pin: If you have a regulated +5V available
supply then you can provide this to the +5V pin of
the Arduino.

I nput/output:

Fig 6: Arduino pinout [1]

There are in total 14 digital Pins and 8 Analog pins on
your Nano board. The digital pins are used to interface
sensors using them as input pins or drive loads by using
them as output pins. A simple function like pin
Mode() and digital Write() can be used for the control
of its operations. The operating voltage is between 0V
and 5V for digital pins. The analog pins can measure
analog voltage between 0V to 5V using any one of the
8 Analog pins by using a simple function like analog
Read().

C) L293D

L293D isH-bridgedua motor driver 1C. Motor
drivers will act as current amplifiers as they take a
low-current control signal to provide a higher-current
signal. This higher current signal can be used to drive
the motors.
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Fig 7.L293D [1]
D) SERVO MOTOR

The servo motor is actually made of four things: a
normal DC motor, a gear reduction unit, a position-
sensing device and a control circuit. The DC motor is
connected with a mechanism of gear which will provide
feedback to a position sensor which is mostly a
potentiometer. From the gear box we get the output of
the motor which is delivered via servo splinter to the
servo arm. For standard servomotors, we make the gear
of plastic where as for high power servos, the gear is
made up of metal. A servo motor consists of three wires
mainly a black-wire connected to ground, a
white/yellow wire connected to control unit and a red
wire connected to power supply.

The function of the servo motor is basically to receive a
control signal which will represent a desired output
position of the servo shaft and apply power to its DC
motor until its shaft turns to that position.

It uses the principle of position sensing the device to
figure out the rotational position of the shaft, so that it
knows which way the motor must turn to move the shaft
to the instructed position. The shaft does not rotate
freely in similar to a DC motor, however rather can just
turn it to 200 degrees.

Fig 8: SERVO MOTOR [2]
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E) INKSCAPE

Inkscape is basically a free and open-source vector
graphics editor which can be used to create or edit
vector graphics like illustrations, diagrams, line arts,
charts, logos and complex paintings. Inkscape's primary
vector graphics format is related on Scalable Vector
Graphics (SVG), however many other formats which
can be imported and exported are used. Inkscape can
render primitive vector shapes and different texts [5].
These objects may be filled with solid different colours,
patterns, radial or many linear colour gradients and their
specified borders may be stroked, both with adjustable
and dstabilised transparency. Embedding and also
optional tracing of raster graphics is also supported
strongly, which enables the editor to create vector
graphics from photos and other raster sources. Created
shapes can be further manipulated with transformations
involving moving, rotating, scaling and skewing.

Fig 9: Inkscape[3]

F) RESULT

After following the data flow diagram as described in
chapter 2 we have obtained the following results

Fig 10:Observed output 1
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Fig 11:Observed output 2

It is a simple and accurate pen plotter, capable of
writing or drawing on almost any flat surface. It can
write with fountain pen ,permanent markers, and a
variety of other writing implements to handle an endless
number of applications.

It gives more accurate and does not make any mistake
which we often observe when humans write or sketch

V. CONCLUSION

This project is about building a mechanical prototype of
a CNC plotter machine which is able to draw a PCB
layout (or any image/text) on a given surface.

A) ADVANTAGES

1. It requires minimum power and high amount
accuracy because of precise controlling of stepper
motors.

2. The components required for this project are easily
available in the market and it has been done within a
small budget

3. The pen can be replaced with a pinhead or laser head
or any other tool for different purpose of use. Software
that has been used is open source and user-friendly.

4. It is simple in construction and can be carried
anywhere without much effort.

B) APPLICATIONS

1. Electronic Circuit layout can be plotted on to a
copper-clad board which can be etched normally.

2. By replacing the pen with a drill, the user can
precisaly drill holes on circuit boards.

3. Charts and graphs can also be plotted.
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Abstract—Water is a basic need for all living being, it is
important to maintain the cleanliness and hygiene of water.
Water gets polluted due to many reasons such as waste from
industry, garbage waste, sewage waste etc. water from lakes
and ponds are cleaned by traditional methods. We have to
incorporate technology such that cleaning work is done
efficiently and effectively. We consider this as a serious
problem and start to work on the project. We collected
information from the various resources, based on the details
collected we listed objectives that a design has to carry.
Various concepts were generated through Pugh evaluation
chart. Design calculation was being done where theoretical
values of required parameters were calculated to match
them with actual values achieved by the solution. A detailed
engineering drawing is created and later fabrication process
will be done stepwise. Mechanisms used for our design is
such a way that it collects the waste which floats on water
bodies and the collected waste can be easily disposed from
the product, our product cleans wastes found such as plastic
wastes, garlands, bottles and other wastes found floating on
water. We detect the waste in the water with a help of an
action camera and our product is RC controlled using a
battery, we have mainly used parts such as frame, waste
collector bin and a propeller. A clear vision regarding the
level of rejuvenation of water bodies is recommended. In
order to make a productive use of limited available
resources, it isimportant to determine an acceptable level of
restoration of lakes.

I. INTRODUCTION

This Lakes are an important feature of the Earth’s
landscape. They are extremely valuable ecosystems and
provide a range of goods and services to humankind.
They are not only a significant source of precious water,
but extend valuable habitats to plants and animals,
moderate the hydrological extreme events (drought and
floods), influence microclimate, enhance the aesthetic
beauty of the landscape and offer many recreational
opportunities. Lakes have a very specia significance in
India

A magor cost moving in-water vessels (surfaces) is
the cost of fuel. Any reduction in fuel consumption will
result in a direct and proportional reduction in operating
costs. Since the mgjority of its propulsive energy is
needed to overcome hydrodynamic resistance (friction),
for that reason keeping the external surface smooth will
minimize waste and improve the speed and/or distance
to be gained from the same amount of fuel.
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Prime objective of our project is to collect al the
wastes which are found floating on water bodies and to
minimize labor work, we can use our product for few
other purposes such as we can attach a life jacket to it
and send it for rescue and if there is any oil spilled we
can collect the il through our product. We have tried to
meet all the objectives to this product successful such
that our product gets launched in the market.

Technically, in urban areas, water bodies are owned
by land owning agencies. However, their surviva and
protection depend on the role of a number of other
institutions /agencies such as Ministry of Water
Resources, Ministry of Environment and Forests,
Agriculture Ministry, Fisheries Ministry and other local
authorities, i.e., Municipa Corporations, Development
Authorities, Tourism Department, Water Supply Boards,
etc. At the Centra Government level, Ministry of
Environment and Forests (MoEF) plays an important
role in restoration of lakes in India under its initiative
caled Nationa Lake Conservation Plan (NLCP)
developed in 2001specifically for the protection and
management of lakes.

Il. PROBLEM STATEMENT

In the absence of garbage disposal facilities, the
practice of dumping garbage into nearby water bodies
has become quite common in recent years. And has
posed long-term negative impacts both on biodiversity
of the area and as well ason the local environment.

I1l. REQUIREMENT OF HARDWARE

A. AVR MICROCONTROLLER

The Atmel AVR® core combines a rich instruction
set with 32 general purpose working registers. All the 32
registers are directly connected to the Arithmetic Logic
Unit (ALU), allowing two independent registers to be
accessed in a single instruction executed in one clock
cycle. The resulting architecture is more code efficient
while achieving throughputs up to ten times faster than
conventional CISC microcontrollers. ATmegal6 is an 8-
bit high performance microcontroller of Atmel’s Mega
AVR family with low power consumption. Atmegalé6 is
based on enhanced RISC (Reduced Instruction Set
Computing, Know more about RISC and CISC
Architecture)  architecture  with 131  powerful
instructions. Most of the ingtructions execute in one
machine cycle. Atmegal6 can work on a maximum
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frequency of 16MHz.ATmegalé has 16 KB
programmable flash memory, static RAM of 1 KB and
EEPROM of 512 Bytes. The endurance cycle of flash
memory and EEPROM is 10,000 and 100,000;
respectively.ATmegal6 is a 40 pin microcontroller.
There are 32 /O (input/output) lines which are divided
into four 8-bit ports designated as PORTA, PORTB,
PORTC and PORTD. ATmegal6 has various in-built
peripherals like USART, ADC, Analog Comparator,
SPI, JTAG etc. Each 1/O pin has an aternative task
related to in-built peripherals. The following table shows
the pin description of ATmegalé.

Typical features of ATMegal6:-
16 KB Flash memory
1KB of SRAM
Up to 16 MHz clock
Four 8-bit 1/0 ports
ADC, Timers, Serial Interface etc
40 pin DIP, operates at 5V

B. IR Sensor

Fig 1 IR Sensor
The Principle of operation of the I.R. L.E.D. and
Phototransistor :-

A Photodiode is a p-n junction or p-i-n structure.
When an infrared photon of sufficient energy strikes the
diode, it excites an electron thereby creating a mobile
electron and a positively charged electron hole. If
the absorption occurs in the junction's depletion
region, or one diffusion length away from it, these
carriers are swept from the junction by the built-in
field of the depletion region, producing a photocurrent.
Photodiodes can be used under either zero bias
(photovoltaic mode) or reverse bias (photoconductive
mode). Reverse bias induces only little current (known
as saturation or back current) along its direction. But a
more important effect of reverse bias is widening of the
depletion layer (therefore expanding the reaction
volume) and strengthening the photocurrent when
infrared falls on it. There is a limit on the distance
between I.R. L.E.D. and infrared sensor for the pair to
operate in the desired manner.

w

C. Relay
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Fig 2. Relay

The Single Pole Double Throw SPDT relay is quite
useful in certain applications because of its internal
configuration. It has one common terminal and 2
contacts in 2 different configurations: one can be
Normally Closed Normally Closed and the other one is
opened or it can be Normally Open and the other one
closed. So basicdly you can see the SPDT relay as a
way of switching between 2 circuits: when there is no
voltage applied to the coil one circuit “receives”’ current,
the other one doesn’t and when the coil gets energized
the opposite is happening.

D. LCD Display

LCD (Liquid Crystal Display) screen is an electronic
display module and find a wide range of applications. A
16x2 LCD display is very basic module and is very
commonly used in various devices and circuits. These
modules are preferred over seven segments and other
multi segment LEDs. The reasons being: LCDs are
economical; easily programmable; have no limitation of
displaying special & even custom characters (unlike in
seven segments), animations and so on.

A 16x2 LCD means it can display 16 characters
per line and there are 2 such lines. In this LCD each
character is displayed in 5x7 pixel matrix. This LCD has
two registers, namely, Command and Data.

E. HC-05

HC-05 module is an easy to use Bluetooth SPP (Seria
Port Protocol) module, designed for transparent
wireless serial connection setup. \Serial port Bluetooth
module is fully qualified Bluetooth V2.0+EDR
(Enhanced Data Rate) 3Mbps Modulation with
complete 2.4GHz radio transceiver and baseband. It
uses CSR Blue core 04-External single chip Bluetooth
system with  CMOS technology and with AFH
(Adaptive Frequency Hopping Feature). It has the
footprint as small as 12.7mmx27mm. Hope it will
simplify your overall design/development cycle.
Hardware features:

Typical -80dBm sensitivity.

Up to +4dBm RF transmits power.

Low Power 1.8V Operation, 1.8t0 3.6V 1/O.
PIO contral.

UART interface with programmable baud rate.
With integrated antenna.

With edge connector.

F. Gas Sensor

A GAS sensor or a GAS Detector is a type of chemical
sensor which detectymeasures the concentration of gas
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initsvicinity. Gas sensor interacts with a gas to measure
in concentration. They are used in various industries
ranging from medicine to aerospace. Various
technol ogies are used to measure Gas concentration such
as semiconductors, oxidation, catalytic, infrared, etc.

Applications:-
Process control industries
Environmental monitoring
Boiler control
Fire detection
Alcohol breath tests
Detection of harmful gasesin mines
Home safety

Grading of agro-products like coffee and
spices

Features:-
High sensitivity
Fast response
Wide detection range
Stable performance and long life

Simple drive circuit

Fig 3 Gas Sensor
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Abstract— As we know nowadays, the robbery & theft
increases day by day, so for that reasons security is one of
the most important part in modern daily life. The main
goal of this paper is to design and implement Intruder
Detection System based on the Arduino which can be
organized in jewelry shops, bank locker room, personal
office cabin, homes, etc. The system develops along with
the automatic door lock system which can authenticate
and validate the user. This system is supported by the
GSM module which can able to receive alert messages to
the user. The proposed system is standalone and provides
high security in many areas. The system gives security
access control by using various 10T based sensors. The
proposed system is better, efficient to detect and prevents
unauthorized activities by using 10T based applications
from a remote place.

Keywords—I ntruder, Security, Access control, Locks.
l. INTRODUCTION

In present days, the need for safety is an essential
issue which makes many people look for different
way to protect their property [1]. To overcome
security threat different types of sensors and alarm
systems are available in the market. In this paper, we
have implemented a infrared motion sensor, light
sensor and automatic door lock system with the help
of Arduino for the safety of bank lockers, jewelry
lockers, homes, etc. Infrared motion sensor detects
the motion of a person during a specific period of
time [4]. When any unauthorized motion will get
sensed, the system will glow the lights by using a
light sensor and at the same time the door will get
automatic lock by using automatic door lock system
so the intruder will get lock inside the room and alert
message will send to the user, so the user will get
aware about the attack and will take some action. It
provides both intruder detection and provides security
for door access control [2].

. LITERATURE SURVEY
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The existing security consists of Pyroelectric sensor
along with CCTV cameras to detect the intruder
which is costly because of use of computers and
requires more hardware and highly complex. It does
not aware the user immediately at the time of attack
happens [3]. The traditional locking system is based
on lock and key but, managing such mechanism is
hard work for a person who has authority to lock. It
has to physically check and maintain the multiple
keys which are not efficient and it was created lots of
issues [9]. So, for that reasons, the digital locking
system is invented. There are various types of door
lock systems are used like password based system,
biometrics-based system, RFID card or ID card and
also with the use of face recognization system is used
to lock the doors which need to improve reliability
and robustness [7]. But, these systems are used to
prevent the unauthorized or intruder to enter into the
sensitive area

We have to implement those type of system which
will work after the intruder will enter into such
sensitive areas. We have to not only detect the
intruder but also prevent them. So, the current
systems are work only for detecting the intruder not
to prevent [5]. In this paper, we are invented such
type of system which is useful for a monitor as well
as control the intruder with the help of automatic door
lock system after the intruder's motion is sensed by a
infrared motion sensor which is more reliable

[6].By using various wireless communication
techniques it is possible to aware the user by sending
the alert emails.

. PROPOSED SYSTEM
In Intrusion Detection System, we have used two
types of sensorsi.e. Infrared motion sensor and Light
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sensor. We have connected both the sensors to
Arduino with the help of jumper wires. Arduino isthe
interface between hardware and software which is
connected by using USB 2.0. When an intruder enters
the room at that time motion is detected by the
Infrared motion sensor and at the same time, lights
will glow with the help of the Light sensor. At that
same time, the door will be lock automatically with
the door lock system. Then automatically email is
sent to the user by using l1oT module i.e Ubidots.
Ubidots is the platform which is used for email
sending which sends sensor data to the cloud and
with the help of Ubidots, email is sent to that
particular user. So the user will aware regarding the
attack and will take further actions against robbery
from aremote location.

Fig.1 Block diagram of Intrusion Detection System

IV.RESULTS

Fig.2 Arduino connected to Infrared motion sensor
and Light sensor
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Fig.3 Motion detection

Fig.4 Email receive to the user

Fig.6 Light turn off

Fig.7 Light Glow
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V. CONCLUSION AND FUTURE SCOPE

This system is replacing different types of traditional
locks or locking systems by applying automatic door
locking. By implementing this system robbery gets
decreases and people will survive freely and live
without any fear about their property. The Internet of
Things provides better security to the citizens [8].
This proposed system has more features will be added
for the future scope for enhancing better security.

In this paper, we only lock the intruder inside the
room but, in upcoming days we will implement the
system which is an auto-triggered report about the
robbery and theft into the nearest police station along
with the address [10]. This improves our proposed
system more secure and better and it easily handles
the robbery.
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Abstract—It is notable that GPS, when utilized outside,
meets all the area prerequisites for E911 just as business
area-based administrations. The issue, till now, has been
making GPS work inside. This paper tends to the
specialized issues going up against indoor GPS, and shows,
in clear and basic terms, how GPS innovation can, and has
been brought inside. We start with a hypothetical review
of the innovation, and afterward show how the hypothesis
has been diminished to rehearse in a solitary baseband
chip that performs enormously parallel connections to
recognize the GPS motion at power levels 30dB (one
thousand times) beneath those found outside. The paper
likewise addresses the job of the remote administrator in
giving supporting data to the
GPS ben€ficiary, the industry models that have risen, and
the issues looked by anybody assessing this new
innovation. At long last, the paper exhibits certifiable
outcomes demonstrating the execution of Global Locater's
Indoor GPS equipment usage

Keywords—GPS Innovation, baseband chip, Global
Locator indoor, innovation, business area-based
administrations.

I. INTRODUCTION

This paper presents a new approach to high
sengitivity, wireless-aided, GPS. The new design
implements the correlation and integration functions
entirely in hardware, with a rea-time convolution
processor; an on-chip integrator; and a full-range loop
that obsoletes the traditional separation of acquisition
and tracking. We also introduce a worldwide network of
tracking stations that provide the aiding data used by the
GPS hardware, and a server that performs the position
computation function.

The benefits of the new approach are:

a. High sensitivity, even in environments with
significant signal fading (i.e. indoors).

b. No precision frequency reference required.

¢. No need for GPS time synchronization from the
wireless network.

d. Ultra-low CPU requirements — with no DSP and
no dedicated CPU.

e. Autonomous or wireless-aided operation.

1. THEORY

Traditionally GPS receivers have been designed with
separate  acquisition and tracking modes [1-3].To
compute a position, the device must first acquire the
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satellite signals, and to do this it must search over all
possible frequency and code-delay bins. Why is this?
Let’s look at frequency first, and then code delay.

The satellite transmits at a known frequency of
1575.42 MHz, to which the satellite motion adds [ 4.2
kHz of Doppler shift. The speed of the GPS receiver
adds 2.3 Hz/mph, and the uncertainty in the GPS
receiver’s local frequency reference adds an error of
1.575 kHz for each 1ppm of oscillator error. Thus, there
is afrequency uncertainty of greater than 4.2 kHz on the
observed GPS signal.

The GPS receiver detects the signal by correlating.
That is, multiplying the received signal with a locally
generated replica of the code used in the satellite, and
then integrating (or low-pass filtering) the product to
obtain a peak correlation signal. The peak of this signa
vanishes when the locally generated code-delay is
wrong, or when the frequency is wrong. Thus, to acquire
the signal, a GPS receiver must search the entire space
of possible frequency offsets and code delays, illustrated
in Fig 2. The search is conducted over ranges of
frequency and code-delay, which we call bins.

Fig.1 GPSsignal at the satellite

Fig.2 Freg/Delay space and correlation peak
Classical GPS receivers have two to four correlators
dedicated to each satellite. To detect the signal these
correlators must be used with a locally generated code
delay within one chip of the (unknown) correct delay.
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This implies a sequential search over 1023 possible
chips, at each different frequency bin. Typicaly, there
ared0 frequency bins required to span the frequency
uncertainty. So, the total search space is 40-1023
freg/delay bins. Once the signal has been acquired, the
receiver switches to tracking mode. But if it loses lock
then acquisition must be repeated.

Acquisition is a dow process. Typicaly, GPS
receivers have been designed to dwell for at least one
millisecond in each freg/delay bin, taking 40 seconds in
all to search the entire freg/delay space. This led to the
fundamental idea of aiding, or Assisted-GPS (A-GPS),
proposed in 1981 [4]. Theideaisto provide the receiver
with information, such as the satellite ephemeris, from
which the receiver can estimate the satellite Doppler
ahead of time, thereby dramatically reducing the
required freg/delay space that must be searched.

Fig.3 Freg/Delay search space with aiding

Fig. 3 illustrates the reduced search space that
results from aiding. The range of possible frequencies
can be reduced by a factor of ten thus reducing the
acquisition time by ten — a significant improvement!
Alternatively, with the right receiver architecture,
instead of speeding acquisition, one could make use of
the aiding to increase the dwell time in each bin,
thereby increasing the sensitivity.

Unfortunately, this does not increase sensitivity
enough to allow indoor operation. Here’s why [5]: if the
search space is reduced by afactor of 10, then the dwell
time in each bin could be increased from 1 to 10
milliseconds, without changing the original total search
time. Each extra millisecond of data can be integrated
(summed) with the previous results, yielding SNR
(signal to noise ratio) gains that approach N for each
extra N milliseconds. Thus, the aiding could produce a
sensitivity gain that approaches) 10 (log 20 10 = 10dB.
Unfortunately, GPS signal levels indoors are 20 to
30dB down from the signal levels outdoors, and so
aiding alone is not enough to make a receiver work
indoors.

High-sensitivity receivers work by performing far
more correlations and integrations than a standard
receiver in the same amount of time. With enough
correlators, all possible deays (i.ean entre
convolution) can be calculated at the same time, and
hundreds of milliseconds of convolutions can be
integrated to give the required sensitivity for indoor
operation.
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There are two existing methods of implementing an
entire convolution, a DSP approach and a hardware
processing approach. The DSP approach is a store-and-
process technique that performs the convolution in the
frequency (transform) domain. Because it is a non-Real -
time process, it cannot be used as part of a feedback
loop, and so the DSP method relies on apriori
knowledge of the local oscillator frequency. A hardware
approach that matches the sensitivity of the DSP
technique requires in excess of 8000 correlators [6]
until recently this was not feasible because the required
chip would be too large (and expensive). Now,
with0.18-micron  technology, Global Locate is
producing a chip that has in excess of 16000correlators.
The packaged chip is 8mm[ 8mm. Details of this chip
are discussed in Section 4.

Indoor GPS Technology Worldwide
implementation

network

I11. WORLDWIDE NETWORK IMPLEMENTATION

The GPS satellites transmit data that can be decoded
by any receiver that has a clear line of sight to the
satellite. There are, currently, 28satellites in the GPS
constellation. Thus, one only has to “see” all 28 satellites
simultaneously

The most efficient and cost-effective way of doing
this is with a worldwide network of GPS reference
stations that feed data to a server. Such a network, once
constructed, can support any number of A-GPS devices,
anywhere.

Globa Locate has designed and implemented this
network. The network provides the aiding information
required for A-GPS and, if necessary, the server can
process the GPS measurements made at the phone. The
network and server are novel in three ways:

1. The network is fully redundant, with stations
placed round the world such that each GPS satellite can
be seen at all times by at least two different stations.

2. The server includes a worldwide terrain model
that gives the altitude of the surface of the earth, relative
to the GPS datum. This allows the server to compute a
position with fewer satellite measurements. Altitude
aiding for A-GPS has been done using the altitude of
nearby cell-towers but this leads to position errors when
the phone’s altitude differs from the cell towers by an
unknown amount. Thus, the worldwide terrain model
improves accuracy, particularly in hilly terrain. The
model comprises approximately one billion discrete grid
points, with altitude known to 18-meter accuracy.

3. The server can compute position from GPS
pseudo range measurements, from any device (by any
manufacturer), without accurate GPS time tags. This
means it can be deployed on networks such as GSM, W-
CDMA, and US-TDMA, which are not synchronized to
GPS time. The Globa Locate server has been
implemented according to location services standards
being developed by different standards bodies, such
a3GPP for GSM/UMTS, TR45 for US TDMA and 3
GPP2 for CDMA/CDMA2000.
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Fig. 4 shows how the Global Locate server fits into
the proposed architecture for GSM [7]; it shows an
SMLC and the corresponding logical network el ements.

Fig.4.Worldwide network and 3 GPP implementation

The Globa Locate server performs the A-GPS PCF
(Position Computation Function) of the SMLC as well
as the assistance data management. Location services
standards specify two modes of position computation,
MS Assisted, where the network computes the
handset’s position, and MS Based, where the handset
computes position. The Global Locate server PCF
supports both of these aternatives which computes
positions. In MS based mode, GPS measurements
collected at the MS are processed at the MS to yield a
position fix. Satellite orbit information at the MS can be
obtained from the assistance data or, in outdoors),
directly from the GPS satellites. According to the
standards, assistance data can be delivered using either
broadcast mechanisms or point-to-point. The Global

Locate server supports both formats. Broadcast
assistance data is delivered using Cell Broadcast

Messages via Cell Broadcast Center. The broadcast
mechanism is efficient since the satellite information
contained is valid for a large geographic area and
therefore it is exactly the same for many users. Asarule
of thumb, the elevation of a GPS satellite (vertical angle
above the horizon) changes by 1 degree every 100
kilometers, so users in the same genera region see the
same satellites above the horizon.

Where the network infrastructure to support the
standards is not yet in place, the server has been
implemented using pre-standard interfaces.

Example: in a deployment in Europe the Global
Locate network provides GPS assistance data to
messages to deliver the data.

Timing

Precise timing is a significant implementation issue for
indoor GPS. The satellite measurements need a time-tag
so that the position computation function can compute
the location of the satellites at the time of transmission.
The satellite ranges change at a rate of up to 800m/s, so
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a 1 second time-tag error would lead to an 800-meter
range error, and, in turn, a position error of hundreds of
meters. For this reason, time-tags of better than 10
millisecond accuracy have typically been a requirement
for a position computation functionl.

Traditional GPS receivers get measurement time-tags
directly from the satellites, by demodulating “time of
week” bits contained in the headers of the transmitted
satellite data.

Receivers indoors cannot demodulate the satellite data.
Even high-sensitivity receivers, which can measure the
code delay indoors, cannot demodulate the data. Thus,
indoor GPS receivers must get this timing information
elsewhere, and they can only get it from the cellular
network if the network is synchronized to GPS
timeUS-CDMA networks are synchronized to GPS
time. Other cellular networks are not. LMUs (Location
Measurement Units) have been proposed to add GPS
synchronization to networks to support A-GPS, but this
implies a significant infrastructure build out. However,
with the Global Locate PCF it is possible to provide a
full GPS assistance service (even for indoor GPS)
without deploying asingle LMU.

This is because the Globa Locate PCF employs a
position computation algorithm that processes GPS
pseudo range measurements to produce position without
needing an accurate GPS time tag. This dramatically
reduces the burden on an operator who must implement
A-GPS support, since the Globa Locate
implementation requires no deployment of new
infrastructure

IV. INDOOR GPS HARDWARE PROCESSING APPROACH

The new approach to high-sensitivity (indoor) GPS
is based on real-time convolution of GPS signals over
the entire range of possible code delays.

A standard GPS receiver, with an early-late pair of
correlators per satellite, can observe just one possible
code-delay chip at a time. This is illustrated by the
shaded bar in Fig 5. As discussed earlier (see Section 2)
this receiver must search to acquire the signal before it
can track it.

Fig 6 illustrates the new design, which makes use of
areal-time convolution processor instead of an early-late
correlator. The convolution processor contains over
2000 correlators per satellite, and can compute all
possible correlation delays (i.e. a complete convolution)
inreal time.

This design obsoletes the need for separate
acquisition and tracking stages, since, no matter what the
actua code-delay is, the output from the convolution
processor will always contain the correlation peak. In
outdoor situations this means that signal acquisition
occurs almost instantaneously.

Fading signals

In indoor environments there is frequently significant
signal fading. Even if a conventional GPS receiver
manages to track the satellite at the low signal strength
(usually by increasing the loop time constants), fading
will cause frequent loss of lock and return to the
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acquisition stage, where integration times are again
limited by correlator resources. By contrast, the new
design, which includes al possible code delays in the
loop, can integrate continualy, even when the signd is
fading. With a large amount of integration (e.g.1000ms)
the SNR increases significantly over areceiver with 1ms
of integration, enabling detection of approximately 23dB
lower signal strengths. This gives us the sensitivity for
indoor operation with signal strengths of —150dBm.

Signal integration in hardware

In standard GPS receivers accessing the correlators
every millisecond generates significant CPU load. By
including dedicated hardware for long term integration
(up to several seconds) the new approach minimizes
CPU interaction. There is no need for a dedicated CPU,
as required in a conventional GPS design. The new chip
can be integrated in a phone, and share the phone’s
CPU. The demands on the CPU are very low.
Furthermore, there are no hard-real-time constraints
(interrupts are optional), and the GPS function operates
without interrupting voice calls.

Fig 5 Sandard GPSreceiver

Fig 6 Indoor GPS hardware processing approach

DSP-based high sensitivity GPS

Another approach to high-sensitivity GPS is a
store-and-process DSP approach that performs the
convolution in the frequency (transform) domain.

The DSP approach makes use of the fact that a
time domain convolution is a simple multiply in the
frequency (transform) domain, after a Fourier
Transform. The technique works by first storing a block
of IF datain RAM (typically one second’s worth), then
performing FFTs to yield the complete convolution in
the time domain, which can be integrated to give high
sensitivity.
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We will now contrast the new hardware processing
approach with this DSP approach.

No precise frequency requirement

The DSP approach is not a real time approach, and
does not support frequency adjustment from the GPS
signals, The DSP processing instead relies on having a
very precisely known frequency reference, so that the
local oscillator can be calibrated without feedback. This
implementation is appropriate in certain wireless
networks with very stable frequency references (e.g.
US-CDMA).
The new hardware processing approach, because it is a
real-time implementation, supports GPS-based
frequency adjustment. The feedback loop from the
convolution processor drives the local oscillator to
produce the correct frequency (f) needed to demodulate
the IF signal. Thus, even with error (fe) in the local
oscillator, the action of the loop causes the receiver to
remain at the correct frequency. Thus, this
implementation is appropriate regardless of the wireless
network in which the design is implemented.

Autonomous or aided operation

The DSP approach, as described in the previous
paragraph, requires wireless aiding for the frequency
reference. The new hardware approach can make use of
aiding, such as satellite orbit data, to compute the
satellite
Doppler frequency, and thereby assist the frequency
adjustment, by limiting the unknown frequency to that
caused by the receiver’s velocity, and the local
oscillator error. However, in a situation where aiding is
not available, the hardware approach can till operate,
by using the frequency feedback and by demodulating
the satellite data. In this mode the new design operates
amost like a conventional GPS receiver, except that
acquisition times are about one thousand times faster,
thanks to the presence of the real time convolution
processor.

V. FIELD TEST RESULTS AND SUMMARY

The Global Locate hardware design for indoor GPS
has been tested in many chalenging environments
where conventional GPS receivers do not work

Fig 7 Reinforced concrete parking garage
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Fig 8 GPSPostion

Fig 8 shows a test inside a parking garage, two floors
below the roof. Outside the structure is an apartment
complex, blocking most open spaces in the walls. The
Globa Locate receiver computed positions to 20-
meteraccuracy, tracking and using 7 satellites. As a
benchmark, standard GPS receivers tracked no satellites
in the same te<t.

Indoor GPS Technology Field Test Results

In tests performed in the Global Locate offices we
leave the receiver running for many hours, generating
scatter plots that show the performance of the indoor
GPS design. In this test the receiver computed positions
with a mean accuracy of 21lmeters Standard GPS
receivers in the same test tracked between zero and two
satellites, and could not compute position. The Global
Locate receiver tracked and used up to 11satellites.

Next the antenna was placed inside a closed metal
drawer, beneath two other metal drawers. Standard GPS
receivers tracked no satellites in the same test; in fact,
the standard receivers could not compute a position
when placed on top of the desk in the picture.

In thistest the Global Locate GPS receiver computed
positions with a mean accuracy of 24 meters. The
receiver tracked and used up to 10 satellites while inside
the closed metal.

Fig 9a. inside 2-gtory office building
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Fig 9b. GPS position.

Fig 10a. Insde a closed metal drawer 30mcircle

Fig 10b. GPS Position

Fig 11. Global Locate Indoor GPS chip
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SUMMARY

The We have described a new approach to indoor
GPS, using Assisted-GPS with aiding from a worldwide
network of reference stations, and with a hardware
processing approach that includes a real-time
convolution processor of over 16000 dedicated
correlators. The theory, comparison with other
architectures, and field tests show the benefits of this
design, namely:

a. High senditivity, even in environments with
significant signal fading (i.e. indoors) See Sections 4 and
5.

b. No precision frequency reference required. See
Section 4.

¢. No need for GPS time synchronization from the
wireless network. See Section 3.

d. Ultraslow CPU requirements — with no DSP and
no dedicated CPU. SeeSectiond4.
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e. Autonomous or wireless-aided operation. See
Section 4.
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Abstract- -One of the foremost vital problems in
developing countries is conservation of roads. Well
maintained roads contribute a big portion to the country’s
economy. | dentification of pavement distress like potholes
not only helps drivers to avoid accidents or vehicle
damages conjointly helps authorities to require care of
roads. Several on-going projects within the field of
transport networks are operative within the direction of
providing driver with relevant information regarding
roads and traffic movements. Ultrasonic sensors are used
for notice potholes and additionally to measure their
depth. This sensed-data includes hollow depth and also
geographic location. This information is keep in the
server database (cloud). The projected system records the
geographical location coordinates of potholes using GPS
receiver. This is a valuable source of information to the
government authorities and to vehicle drivers. A web
application is employed to alert drivers in order that
preventative measures are often taken to evade accidents.

Index Terms-— Pothole, Web application, ASP.NET,
SQL database, |OT.

l. INTRODUCTION

Most Indian roads a pothole is a relatively
asphalt failure caused by a mixture of water and
traffic pressure. It's a structural failure during a paved
surface, sometimes asphalt pavement, because of
water within the underlying soil structure and traffic
passing over the affected space. Several perceive that
the standard of local roads could also be deteriorating
due to the potholes. So there's a desire to hold out
periodical review and maintenance of potholes to
avoid inconvenience to road users. |Initialy
water deteriorates the underlying soil, then because of
traffic it ruptures the poorly supported asphalt surface
within the affected space. Continuous traffic action
gjects asphalt and also the underlying soil material to
form a hole within the pavement. For the formation of
potholes two factors need to be present at the
identical manner, water and traffic. Potholes may
result from four main causes:

1. Deficient pavement thickness to support traffic
throughout freezing/thaw periods.

2. Deficient or unhealthy evacuation.
3. Failures at utility drains and castings.
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4. Asphalt defects and cracks left unmaintained and
uncapped thus it cause wetness and therefore
loosening the structural reliability of the pavement.

When vehicle hits a pothole and the rough edges of
the hollowed out concrete this can cause the damage
of vehicle; major damage to tires, suspension and
exhaust. Tires & Wheels: The rough edges of
potholes are harmful to the tires and wheels of
vehicle. Hard angles can cause sidewall bulges, tread
separation and flat tires. These same angles can aso
cause cracks and dents in vehicle’s wheels. A
damaged wheel can obstruct the seals of the tires
leading to flats and expensive repairs.

Suspension: Vehicle’s suspension is meant to absorb
jarring impacts to create a smooth ride. However,
consistently driving over potholes can lead to
misalignment, ball joint damage and damage to the
shocks and struts.

Exhaust: Deep potholes that cause vehicle to bottom
out may result in exhaust damage. If deep enough, the
edges of the pothole may scrape muffler or catalytic
converter. This can lead to loss of power or fumes
leaking back into car if exhaust system has a hole.

Fig.1. Condition of roads with potholes.

One of the increasing problems the roads are facing
is worsened road conditions. Because of many
reasons like rains, oil spills, road accidents or
inevitable wear and tear make the road difficult to
drive upon. Unexpected hurdles on road may cause
more accidents. Also because of the bad road
conditions, fuel consumption of the vehicle increases;
causing wastage of precious fuel. Because of these
reasons it is very important to get the information of
such bad road conditions, Collect this information
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which in turn can warn the driver and make
complaint of it. But there are various challenges
involved in this. First of al there are various methods
to get the information about the road conditions. And
then information must be conveyed in the manner
which can be understood and used by driver. This
project tries to design and build such a system. In this
system the access point collects the information about
the potholes in the vicinity of a wireless access point
and registered thisinformation as complaint.

. RELATED WORK

The proposed system by Smita Saitwadekar is created
for spotting potholes and humps on roads suggests a
cost effective solution and also warning drivers about
pothole’s existence. The aurdino uno is used as
microcontroller and the information about potholesis
stored in the database. The execution of pothole
location framework on texas Instruments C6678
Digital Signal Processor (DSP) is portrayed by Chee
Kin Chan. The framework works on several maps as
info followed by surface fitting and Connected
component Labeling (CCL) for pothole location.
Memory management has also been connected for
prime goas input pictures likewise as compiler
enhancement for proficient code pipelining. The
calculation authorized for the TMS320C6678 SoC
Digital Signal Processor (DSP) is implemented by
Aliaksel Mikhailiuk. Potholes might be distinguished
by looking at the disparity estimations of the section
to it of the imbalance of the cleared surface whenever
recognized. A setup made to detects potholes based
on avision method by Sachin Bharadwaj Sundra with
an explicit camera is mounted over the vehicle and
the pictures will be procured. At that point, a project
arrangement is planned utilizing MATLAB.
Utilizing this methodology, potholes can be
identified just if there should be an occurrence of
uniform lighting conditions. These solutions do not
provide any aid to the driver to avoid accidents.
Byeong-ho Kang build up a pothole location
framework and strategy utilizing 2D LiDAR and
Camera. The blend of heterogeneous sensor
framework is utilized to enhance the pothole
identification exactness. The pothole location
calculation incorporates clamor decrease pre-
preparing, bunching, line section extraction, and
slope of pothole information work. Vigneshwar K is
executed picture pre-preparing dependent on contrast
of Gaussian-Filtering and grouping based picture
divison techniques for better outcomes. From the
outcomes the K-implies grouping based division was
favored for its quickest figuring time and edge
location based division is favored for its particular
ID. The loT based Pothole Detection System, utilizes
2 ultrasonic Sensors for identifying those potholes by
Pathan Amir khan Ayyub khan all the more precisely
then previously and GPS is utilized for plotting the
area of potholes on World Maps, it will give a caution
to the driver about potholes utilizing signal and
gazing (or handle) vibrator. Ultrasonic sensors are
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utilized by Rajeshwari Madli here to recognize
potholes and protuberances and furthermore to gauge

their profundity and stature separately. The
framework catches the  geologica area
directions of potholes and mounds utilizing GPS

collector. The detected information incorporates
pothole profundity, tallness of protuberance and
furthermore geographic area, this data is put away in
the database (cloud). This fills in as an entirely
profitable wellspring of data to the Govrnment
experts and to vehicle drivers. An android application
is utilized to caution drivers.
. ARCHITECTURE
IMPLEMENTATION
The architecture of the proposed system is shown in
figure 2. It consists of 3 parts; microcontroller
module, server module and the  application
module.  Microcontroller module is used to gather
information about potholes and their geographical
locations and this information is sent to the server.
Server module receives data from the microcontroller
module, processes and stores in the database.
Application module uses data stored in the server
database and providestimely aertsto the driver.

AND

Fig.2. Architecture of the system

A. Microcontroller module:
This module consists of four elements,
namely, Arduino UNO, ultrasonic sensors, GPS
receiver and GSM modem. Ultrasonic sensor is used
to measure the gap between the automotive body and
aso the paved surface and this information is
received by the arduino. The gap between automotive
body and also the ground, on a swish paved surface,
is that the threshold distance. Threshold value
depends on the ground clearance of vehicles and may
be designed consequently. If the gap
measured by ultrasonic device is larger than the
edge, it's a pothole, if it's smaller, it's a hump
otherwise it's a swish road. The GPS receiver
captures the situation coordinates of the detected
pothole or the hump and sends messages to the
registered mobile SIM victimization GSM electronic
equipment. This registered mobile SIM is available
on the android device that acts as server. The
messages sent embrace data regarding depth of the
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pothole or height of the hump and its location
coordinates.

B. Server module:

This module consists of two parts; the android device
and the information. It acts as an intermediate layer
between the microcontroller module and the
application. The server module is enforced as an
android application that runs on a device and is liable
for reading messages sent by the registered mobile
SIM present within the microcontroller module. It
processes the contents of this message and stores it
within the information (cloud).
C. Web application module:

This module is enforced as an android
application that's installed on the wvehicle driver’s
mobile phone to provide timely alerts concerning the
presence of potholes. The appliance incessantly runs
in the phone background. It initial captures this
geographic location of the vehicle and so accesses the
locations of potholes keep within the server
information.

V. EXPERIMENTAL STRUCTURE

Ultrasonic sensor is used to measure the gap between
the vehicle and the paved surface and thisinformation
isreceived by the arduino. The GPS receiver captures
the situation coordinates of the detected pothole and
sends messages to the server via SIM using GSM
electronic equipment. The hardware device will
collect latitude and longitude data and uploads this
datainto the cloud using SQL database. The user then
logins in the web application as shown in the fig 4
and fig 5. The user can then analyzed the recorded
data in the same application in the structural form as
shown in the table |. This structural table showcase
information like latitude, longitude, type of pothole,
pothole size, date and time of complaint registration.
flow chart of system isshown infig.3
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Fig.3 Flow Chart

Fig. 4.Homepage
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Fig 5 login and password

TABLEI.

INFORMATION ABOUT POTHOLES AND
HUMPS COLLECTED IN SIMULATED TEST
ENVIRONMENT

Above table shows al the details about pothole
including its location. In the above table, obstacle
type ‘P’ indicates a pothole. This complaints are
going to registered with their dates and location and
also can view the location.

From this registered data user can view any complaint

to get the location of the pothole which is shown in
fig6and 7.
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Fig. 6.Value of Latitude and Longitude

Fig.7 Geographical location of potholes

The programming is done in the ASP.NET server.
Thisis an open-source server-side web application
framework designed for web development to
produce dynamic web pages. It alows to use a full
featured programming language such as C# to build
web applications easily. Body style of entire
document is done in the HTML with CSS and
JavaScript. With the help of this background color,
font size, font color has been decided. SQL is used as
a database to store the information in the structural
form.

V. EXPERIMENTAL RESULTS

The working model of the proposed system was
tested in a simulated environment with potholes.
Tests were carried out in two phases. In the first
phase, information about potholes and humps was
noted and stored in the server database. In second
phase, aerts were generated based on pothole and
hump information stored in database server. While
testing in the simulated environment, the
microcontroller module was fixed on a toy-car and
the threshold value was configured to 10 cm. During
the tests it was found that themicrocontroller module
worked as expected to identify potholes and humps.
Table | shows a set of potholes identified by the
system in the simulated environment. Information
about potholes and humps was successfully sent to
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the server. The server processed the information
received and stored in the database server.

VI. CONCLUSION AND FUTURE
RELATED WORK

The model proposed in this paper serves two
important purposes; automatic detection of potholes
and humps and aerting vehicle drivers to evade
potential accidents. The proposed approach is an
economic and practical solution for detection of
dreadful potholes and uneven humps, as it uses low
cost ultrasonic sensors. The web application used in
this system is an additional advantage as it provides
timely aerts about potholes and humps. This
application aso registers pothole complaints with the
date and location and also it registers one complaint
only a one time. The solution also works in rainy
season when potholes are filled with muddy water as
alerts are generated using the data stored in the
database server.

The proposed system considers the presence of
potholes and humps, however, it does not consider
the fact that potholes get repaired or maintained
by concerned authorities periodically. This system
can be further improved to consider the above fact
and update server database accordingly.
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Abstract—This paper describes a method for indoor
localization using Android-based mobile or any
communication device. Approach is based on signal
propagation and received signal strength measurement
which indirectly can be used to detect the location of the
user. In this method we take RSSI and grid location of the
tracking space and generate a fingerprinting database.
Generated database is then run though machine learning
algorithm to predict user location. The users Wi-Fi signal
strength and MAC address is tracked using beacon and
RSSI value will be calculated and it’ll be used to point
location of user.

Keywords—WIFI, Indoor Positioning System

I. INTRODUCTION

The easy access and availability of wireless technologies
and mobile computing and internet have led to new
opportunities in developing mobile applications which
purpose is to make people’s life easier. Nowadays, an
individual will possess over one mobile device intend for
various usage like communication, entertainment, office
works. This paper proposes a mobile application ready to
be able to estimate the position of a user inside a
building by mistreatment local area network technology.
The existence of mobile devices as a location pointing
device using Global Positioning System (GPS) is a very
common thing nowadays. The use of GPS as a tool to
see the placement in fact incorporates a shortage once
used inside. Therefore, the employment of indoor
location-based services in an exceedingly space that
leverages the use of Access point (AP) is incredibly
vital.l%l

Indoor positioning techniques mistreatment radio wave
primarily based approaches for localization will use
completely different wireless technologies like
Bluetooth, Wi-Fi, signals of cellular towers and ZigBee.
The ways mistreatment Wi-Fi are a lot of most popular
as aresult of Wi-Fi networks are current in most public
buildings and its use don’t needs an extra infrastructure
and permits confirm a location of each user of mobile
device.

There are loads of algorithms supported Wi-Fi
trilateration approach. Trilateration is that the
determination of absolute or relative locations by
mensuration  of  distances, mistreatment  pure
mathematics. By the mistreatment of this technique there
are 3 fastened pointsis required to see an inside position.
The main plan is that the caculate distances between
access points (AP) and mobile device to produce a
vicinity of localization. This distance is often provided
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by such signal mensuration techniques sort of a received
signa strength (RSS), time of arrival of radio signals
from transmitters (ToA) or time difference of arrival of
severa radio signals (TDoA). Similar approaches are
supported triangulation technique and mistreatment
mensuration of incoming signal angle. We are designing
an easy approach to maintain indoor positioning system
and implement this system at very low cost. And android
application to easily generate fingerprinting database.
We are using Machine Learning to make location
tracking easy and accurate.

Il. RELATED WORK

Our initia research to the problem statement isa
problem. The problem isinaccurate location provided
by GPS.GPS location is influenced by various factors,
as some are mentioned belowSatellite position, takes
significant time to track moving objects, to locate us we
need a new form of location technology. Our Workable
Solution are:

A. Fingerprinting

This solution is based on RSSI Pattern. The RSS|
pattern will be recoded with available APs. Then when
new device is entered the RSS! pattern will be matched
with existing pattern. This method is called as
Fingerprinting.

B. Angle of Arrival(AocA)

This solution uses Angle of Arrival (AoA). AoA
determines the direction by measuring the Time
Difference of Arrival at individua elements of the
array. By deriving the Angle and determining radius by
RSSI. The location can be tracked. [

C. Timeof Arrival (ToA)

In this method location can be directly calculated
from the time of arrival as signals travel with known
velocity. From multiple APs, deriving To helps the
position accuracy to increase. This solution uses Time
of Arrival (ToA). The distance

[1l. THEPROPOSEDSY STEM
The Proposed System will be based on
Fingerprinting.
A. Wi-Fi fingerprinting

The fingerprinting method uses the existing Wi-Fi
access points available in the surrounding and use those
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access point as reference and uses parameters of known
Wi-Fi networks like its signal strength, the network
MAC-addressee and real coordinates of Wi-Fi access
points in the location. The aggregator is used to collect
the beacon frames of the user. Aggregator is an
ESP8266 Wi-Fi integrated SoC which has custom
firmware flashed in it to capture the beacon frame and
extract probe request messages from the management
beacon frame and will calculate the RSSI signal
strength of the mobile and relay it to the central server
for processing. The fingerprinting database is generated
using custom designed Android application, which
generates a CSV database file with al the Wi-F signal
record at different position of the racking area

Figure 1. Flow chart showing parts of 1PS7

The app will generate the database for us by
scanning al the available access points in the
surrounding and will only record have assigned access
points received signal strength of the targeted access
points at different location at different instant. Multiple
recording will make the training database file size more
but the accuracy of the predicted result will be higher.
The recorded access point’s data at different location is
mapped to the floor plan.

Figure 2. Fingerprint to Floor plan map!®

Once the mapping is done then the dataset generated
by the app is transferred to the ML agorithm to train
the classifier on the generated dataset.
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B. K-Nearest Neighbor

The principle of this algorithmic rule is to assign
membership as to perform the Euclidian distance vector
from the essentiad K-NN agorithmic rule and
memberships within the probable label. The basic
matching algorithmic rule wide accustomed find the
most effective classifier, really perform and non-
parametric classification technique is that the K-NN
algorithmic rule. In the process of online positioning
step, the K-NN algorithm was used to search for K-
neighbours closest between classes of training database
and measure RSS| point based on Euclidean distance.
Before we get into details of the K-NN we need to
define the minimum distance using Euclidean distance
based on Bayesian classifier [2

The KNN algorithm selects and combine the nearest
K neighbours around a device to determine its position.
Using a fastened variety (K) of fingerprints could
decrease positioning accuracy: if K isn't modified
throughout the positioning method, sometimes, access
points far from the device might be included in the
KNN algorithm. Therefore, eliminating some access
points before applying the agorithm. Therefore,
eliminating some access points before applying the
positioning algorithmic rule seems necessary. !

KNN seems to be a good candidate for classification
of this sort. It is due to the fact that KNN tries to make
the classification by calculating the distance between
features, while the intensity of various RSSI signals
depends on the physical distance between Wi-Fi source
and mobile phones. In this case, closeness in feature
area could be a smart indication of closenessin physical
area

C. Wi-Fi RSS measurement collection

In presented paper signa strength levels was
measured by distance of three access points allocated in
the three rooms within the floor. This data is collected
to points estimation for fingerprint method described
above. These measurements are made in 15 points at the
1-meter interval for each access point using developed
Android application. This application found three
different access points by MAC addresses and measured
the RSS levels 10 times for each of 15 distances for
every access point. The RSS level changes at time
therefore it is necessary to use its average value. The AP
RSS levels are displayed in the Table .
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Distance, m| AP1RSS, dBm| AP2RSS, dBm | AP3RSS, dBm
1 333 38.8 55.3
2 45.7 43.1 50.3
3 50.9 48.9 65.7
4 51.7 55.2 61.2
5 51.8 75.1 62,5
6 53.4 75.5 66.4
7 57.8 76.4 70.5
8 62.4 80.8 72.3
9 65.7 80.8 74.7
10 62.9 76.0 78.0
11 72.9 88.6 76.07
12 72.7 88.2 86.02
13 63.9 91.0 79.03
14 74.0 91.9 85.08
15 76.7 92.1 82.05

TABLE |. THE RSSIMEASURE RESULTS FOR THREE ACCESS POINTS

Proceeded measurement points may be selected for
location estimation as reference points. The reference
points are the points with RSS level difference more
than observational error calculated for each of 15
measurement points.
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V. RESULTS

The resulting android app created by android studio
is completed. It is able to perform al the functions
required for the purpose of efficient calibration/tracking
of an entire room showing good results.

The app is reading the RSSI values received by a
mobile phone from the APs even when not connected to
them.

We asked to enter the location coordinates inside the
room and to add it. The system saves the coordinates
and reads RSSI values from all nearby APs and shows
them for respective APs on asingle-click.

Further by clicking on create database, it creates one
and keep on adding more data to it. The app aso has
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some more functions like auto increment, so that each
time we do not enter the location coordinates manually.
Result is shown in Figure 3 & 4.

Figure 5 shows the output of the Aggregator which

is the collector device which is collecting the RSSI and
MAC address of the device in the field.

Figure 3a. Screenshots form Android Application

Figure 3b. Screenshots form Android Application

Figure 4. Software of System
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Figure 5. Serial output form Aggregator

V1. CONCLUSION

The fingerprinting app is working as required. There
are some factors which may cause a decrease in
accuracy of the results. We need to consider al such
factors, we need to improve the system more in order to
increase the accuracy of tracking in order to achieve
desired resullt.

The instability of RSS in indoor environments is the
major challenge for RSS-based WLAN postioning
systems.®IThe first reason is the structure of the indoor
environment and the presence of different obstacles,
such as walls, doorsand metal furniture etc. Also
theRSS value varies over time, even taken at
the same location.

Many devices such as microwave ovens,
smartphones, laptops another  wireless signa
transmitters. In the calibration phase, which is used for
Collecting the RSS data and storing the corresponding
location information in a database, these devices will
likely lead to radio interference and make the wireless
signal strength fluctuate.™

Furthermore, normal human body can also affect the
WLAN signal strength. The RSS values on the straight
line between the smartphone and an access point (AP)
will be influenced by the body of theperson. We have
overcome this by taking multiple RSSI reading to
decrease the error.
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Abstract - Zero touch provisioning and Service
Management is imagined as a cutting edge management
system that uses the standards of Network Functions
Virtualization (NFV) and Software Defined Networking
(SDN). It will beintended for the new, cloud-based system
frameworks and works, and dependent on cloud-local
standards to address zero-contact (completely automated)
management and services.

The difficulties presented by the organization of new
system establishments, for example, NFV and new designs,
for example, 5G trigger the need to accelerate change and
fundamentally changes the manner in which systems and
administrations ar e over seen and coor dinated.

These new system models accompany an outrageous scope
of necessities, including gigantic limit (saw as unbounded
practically speaking), imperceptible latency, ultra-high
reliability, customized administrations with sensational
upgradesin client experience, worldwide web-scale reach,

and backing for massive  machine-to-machine
correspondence. Systems are being changed into
programmable, software-driven, service-based and

comprehensively overseen foundations, using empowering
agents and catalysts, for example, NFV, SDN and Edge
Computing.

In this paper new plans of action, including those
empower ed by innovation leaps forward, such as, Network
Slicing, are being presented and discussed in detail. Thisis
achieved by Deploying clouds, having efficient routing
alternatives and or chestration systems.

Keywords-ZTP, SDN, NFV, Network

I. INTRODUCTION

Increasing demand of automation has stressed the
overall network architecture. Therefore, adding
additional services to the network which is aready
pre-occupied by carrying various tasks such as
Network Optimization and Management of the
Network is not feasible. To make this process feasible
and efficient for seamless networking, network
engineers have come up with a solution that will
automate at least daily responsibilities related to
administration like processing, analysing, collecting
perfformance data and most importantly to
automatically  adjust  network  configuration
parameters.The concept of integrating network
planning, configuration, and optimization were dealt
at an individua level . However, integrating them
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into a single Homogenous mixture of Automation is
something that is practiced currently but not on a
large scale. The most important objective of this
concept is to cut-off the skilled labour required for
network operation tasks, as well as optimization of
network capacity, coverage, and service quality.
Which will lead to reduction in the capital
expenditure. Zero Touch Provisioning (ZTP) is based
on widely explored SDN (Software Defined
Networks) and NFV  (Network  Functions
Virtualization). The holistic approach to the definition
of ZTP suggests that the newly connected network
devices should be fully configured automatically, in a
plug-and-play sort of fashion.

Il. THEORY

ZTP is an automation solution that’s designed to
reduce errors and save time. Rather than using
command-line interfaces (CLI) to configure systems
one at atime, administrators can use automation tools
to rall out the operating system software, patches and
packages on new servers automatically.

A) All system tasks are robotized, requiring no
administrator ventures past the instantiation of
expectation.

B) Changes connected to singular system
components are completely revelatory, seller
nonpartisan, and inferred by the system
framework from the abnormal state organize
wide goal

C) Any system changes are consequently stopped
and moved back if the system shows unintended
conduct

D) The framework does not permit tasks which
abuse arrange approaches.

1. Traditional network provisioning

System gadgets have customarily been overseen by
means of the CLI. For a model, switches are
customarily combined with pre-stacked exclusive
system working frameworks. System professionals
use CLI or the producers clam devices to
arrangement the gadget, a procedure that can be
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separated into the accompanying fundamental
advances.

1) The new switch as of now has a pre-introduced OS
to help bootstrap the gadget. At the point when
originally expelled from the case, the gadget is kept
disconnected while the director checks the working
framework form and makes any updates - patches,
bug fixes, or any new element refreshes as essential.

2) An underlying arrangement is made to build up
fundamental organize availability. This incorporates
parameters, for example, director and client
confirmation data, the board IP address and default
portal, essential system administrations (DHCP, NTP,
and so on). The procedures of empowering the picked
L2 and L3 arrange conventions are additionally
instances of the bootstrap procedure. When the
underlying OS and arrangement has been confirmed,
the gadget can be introduced into nature (racked and
cabled), where further redone setup can be made
(either locally by means of the comfort or utilizing a
remote access convention). These last arrangements
are explicit to the application and area inside the
system.

Fig.1 Procedure stream of the customary new system gadget
provisioning

2. TheZTP Approach

Fig2. New Approach

208

1)

2)

(@]

3)

4)

o

Workflow Engine

The work process motor executes an
objective looking for work process diagram
Workflows are communicated in a meta-
language

All fascinating measurements of execution
logged

Workflows have a similar test inclusion as
any product framework

Network intent

The work process motor interfaces with the
aim based system the board foundation over
value-based APIs

Workflow intents are expressed a the
network-level, as changes to

Topology
Config
Functional calls

Network Models

OpenConfig  (www.openconfig.net)  for
seller nonpartisan setup show

YANG for information demonstrating,
gRPC as transport

Both arrangement and operation state
models

BGP, MPLS, ISIS, L2, Optica-transport,
ACL, approach

"Brought together Network Model" for
topology

o Protocol Buffer based Google inner
blueprint

o Describes all layer-0/1/2/3 reflections
Network Management Services

Compose full config (merchant nonpartisan
furthermore, merchant explicit) from
topology/config aim refresh

Provides secure transport of full config to
arrange components (OpenConfig+gRPC)
Enforce Operational Policies

Rate constraining
Blast span control
Minimum survivable topology
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5) Streaming Telemetry

Arrange state changes seen by dissecting
complete time-arrangement  information
stream

Common outline for operationa state
information in OpenConfig

stream information persistently - with steady
updates

Efficient, secure transport convention, gRPC

6) Workflow Safety

Ability to consegquently check the security of
tasks

Ability to over and again approve the
arrange state against the expressed aim
Ability to perceive "awful" organize conduct
Ability to move back to the first state

I11.  ZERO TOUCH NETWORK AS A SERVICE

The rising utilization of cloud administrations and
system virtualization greatly affects the future
improvement of the NREN (National research and
education network) systems and administrations they
give. With the extending use of data transfer capacity
ravenous, low inactivity cloud based applications, the
customers' key requests relentlessly turn

Towards on-request, guaranteed, cloud-driven system
administrations.

So as to answer this developing need, NRENS need to
take a stab at changes towards virtual system the board
that will empower light-footed conveyance of new,
dynamic, on-request administrations with fast new
administration and innovation operationalization that
will have execution and security ensures.

Since the cloud specialist co-ops can possibly be gotten
to from inside an aternate NREN than the one where
the customer dwells, the topic of organized conveyance
of mechanized availability as an administration over
numerous system areas and various interior multi-
innovation systems emerges.

The zero touch worldview in this utilization case
situation converts into empowering the customer with
availability on demand administration: self-picked kind
of network and higher level administrations, joined by
administration flexibility and conceivable change of
administration qualities amid the network lifetime. In
this manner, a definitive test for the zero touch
approach in GEANT is the execution of an
administration/organize  arrangement that permits
administration congruity with no administration sway
amid administration creation/change/evacuation
computerizing the system designers setup changes. In
this situation, see Fig. 4, the NRENS' end-clients request
a consistent affair for al availability towards
conceivably different cloud speciaist co-ops (CSPs),
including those inside the NREN reach and those that
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can be come to over GEANT. The administration ought
to be setup in merely minutes, what's more, a constant
conveyance status and execution checking ought to be
accessible to the customer. The SLAs gave to the
customer should be observed proactively all together
for the customer to probably check that there are
predictable execution ensures over every single
included area.

The NREN (or GEANT) going about as a network
supplier needs to uncover on-request self-administration
requesting for all accessible CSPs with a completely
organized activities arrangement and reconciliation
between inward accomplices and the CSPs end focuses.
So as to give programmed administration requesting,
plan, testing and initiation of system benefits, this
situation requires an execution of APl mix together with
a consistent combination between the higher layer
administration passageways and the (conceivably SDN
based) controllers and the system work virtualization
(NFV) based organization. The programmable NFV
framework is a should so as to give quick instantiation
of new administrations. Additionally, the arrangement
needs to give protection to the quality of administration
and fulfilment of the prerequisites in the concurred
SLAs for the start to finish arrange availability. On the
other hand, this requires secure APIs for cross-area
trade of execution data, together with administration
confirmation applications, just as, administration
respectability checks. One conceivable bearing towards
the improvement of the answer for this utilization case
can be drawn from the Zero-time

Orchestration, Operations and Management (ZOOM)
venture pushed by TMF and different organizations that
points to give zero touch organize as an administration
arrangement. This venture is incredibly upheld by the
MEF people group .

IV. CONCLUSION

Conveying new administrations to clients quicker is
the way to increasing upper hand. With the
completely robotized server virtualization in the cloud
world, it's turned out to be basic to computerize the
system forms by utilizing examined here Zero Touch
organize provisioning idea and extend it to
computerized provisioning of the entire cloud based
applications foundation.

Be that as it may, usage of zero touch approach and
situations ordinary for R&E people group will
reguire extra innovative work of atypical stage and a
number of segments to make this working in
heterogeneous multi-supplier and multi-merchant
condition that can be effectively adjusted to the
particular condition of each NREN and coordinate
with the current gear.
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